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1. The twelfth in a series of Army Science Conferences was held at
the United States Military Academy, 17-20 June 1980. The conference
presented a cross section of the many significant scientific and
engineering programs carried out by the Department of the Army and
provided an opportunity for Department of the Army civilian and mili-
tary scientists and engineers to present the results of their research
and development efforts before a distinguished and critical audience.

2. These Proceedings of the 1980 Army Science Conference are a com-
pilation of all papers presented at the conference and the supplemental
papers that were submitted. The Proceedings consist of four volumes,
with Volumes I through III unclassified, and Volume IV classified.

3. Our purpose for soliciting these papers was:

a. To stimulate the involvement of scientific and engineering
talent within the Department of the Army.

b. To demonstrate Army competence in research and development.

c. To provide a forum wherein Army personnel can demonstrate the
full scope and depth of their current projects.

d. To promote the interchange of ideas among members of the Army
scientific and engineering community.

4. It is hoped that the information contained in these volumes will be
of benefit to those who attended the conference and to others interested
in Army research and development.

DONALD R. KErH
Lieutenant General, GS
Deputy Chief of Staff for Research,
Development, and Acquisition



DISTRIBUTION:

Director of Army Research
Office of the Surgeon General
Office, Chief of Engineers, ATTN: DAEN-ZA
Office, Chief of Engineers, ATTN: DAEN-ZC
Office, Chief of Engineers, ATTN: DAEN-RDM
Office, Chief of Engineers, ATTN: DAEN-RDZ-A
Office, Chief of Engineers, ATTN: DAEN-NPR-A
Office, Chief of Engineers, ATTN: DAEN-CWM-R
The Army Library, ATTN: ANRAL-RS
COMHANDERS/DIRECTORS
US Army Ballistic Missile Defense Systems Command
US Army Computer Systems Command
US Army Forces Command
US Army Intelligence and Security Command
US Army Materiel Development and Readiness Command, ATTN: DRCLDC

US Army Armament Materiel Readiness Command

Rock Island Arsenal
Watervliet Arsenal

US Army Armament Research and Development Command

US Armv Ballistic Research Laboratory
US Army Chemical Systems Laboratory
Fire Control and Small Caliber Weapons Systems Laboratory
Large Caliber Weapons Systems Laboratory
Benet Weapons Laboratory

US Army Aviation Research and Development Command
US Army Aviation Center
US Army Avionics R&D Activity
US Army Research and Technology Laboratories (USARTL, AVRADCOM)

Aeromechanics Laboratory, NASA-Ames Research Center
Applied Technology Laboratory
Propulsion Laboratory, NASA-Lewis Research Center

Structures Laboratory, NASA-Langley Research Center

US Army Communications and Electronics Materiel Readiness Command
US Army Communications Research and Development Command

US Army Center for Communications
US Army Center for Technical Computer Sciences

US Army Electronics Research and Development Command

US Army Atmospheric Sciences Laboratory
US Army Combat Surveillance and Target Acquisition Laboratory
US Army Electronic Warfare Laboratory
US Army Electronics Technology and Devices Laboratory

US Army Harry Diamond Laboratories
US Army Night-Vision and Electro-Optics Laboratory
US Army Signals Warfare Laboratory

US Army Missile Command
Propulsion Directorate, US Army Missile Laboratory

2

* *.**4WbU~~~- ~



US Army Mobility Equipment Research and Development Commaifid '

US Army Electrical Power Laboratory
US Army Natick Research and Development Command
US Army Tank-Automotive Materiel Readiness Command_
US Army Tank-Automotive Research and Development Command:..........
US Army Test and Evaluation Command
US Army Aircraft Development Test Activity
US Army Aberdeen Proving Ground
Materiel Testing Directorate

US Army Cold Regions Test Center
US Army Dugway Proving Ground
US Army Electronics Proving Ground
US Army Tropic Test Center i
US Army White Sands Missile Range

Instrumentation Directorate
National Range Operations Directorate

US Army Yuma Proving Ground
US Army Troop Support and Aviation Materiel Readiness Command
US Army Electronics Materiel Readiness Activity
US Army Foreign Science and Technology Center
US Army HQ TRADOC Combined Arms Test Activity
US Army Human Engineering Laboratory
US Army Logistics Center

US Army Materials and Mechanics Research Center
US Army Materiel Systems Analysis Activity
US Army Research Office
US Army Research, Development and Standardization Group (Europe)

US Army Training and Doctrine Command
US Army Concepts Analysis Agency
US Army Operational Test and Evaluation Agency
US Army Japan, Camp Zama
US Army Inst for Research in Management info and Computer Sciences
US Army Reserve Components Personnel and Administration Center
US Army Soldier Support Center
Lawrence Livermore National Laboratory, Univ of California, Livemore
Los Alamos Scientific Laboratory
US Army Health Services Command
US Army Institute of Surgical Research
US Army Medical Research and Development Command

US Army Medical Research Institute of Infectious Diseases
US Army Research Institute for the Behavioral and Social Sciences
US Army Research Institute of Environmental Medicine
Letterman Army Institute of Research
Walter Reed Army Institute of Research
US Army Aeromedical Research Laboratory
US Army Biomedical Laboratory
US Army Environmental Hygiene Agency
US Army Medical Rtoengineering Research and Development Laboratory

3



Brooke Army Medical Center
Dwight D. Eisenhower Medical Center

Fitzsimons Army Medical Center
Madigan Army Medical Center
US Army Tripler Medical Center
Walter Reed Army Medical Center
Armed Forces Institute of Pathology
US Army Institute of Dental Research

US Army Coastal Engineering Research Center
US Army Cold Regions Research and Engineering Laboratory
US Army Construction Engineering Research Laboratory
US Army Engineer Topographic Laboratories
US Army Engineer Waterways Experiment Station
US Army Engineering Division, North Atlantic

PROJECT MANAGERS
Army Tactical Data Systems (ARTADS), Fort Monmouth
Remotely Monitored Battlefield Sensor Systems (REMBASS), Fort Monmouth
Army Tactical Communications Systems (ATACS), Fort Monmouth

COMMANDANTS
National Defense University
National War College
Industrial College of the Armed Forces

Academy of Health Sciences
US Army Field Artillery School
US Army Infantry School
US Army Intelligence Center and School
US Army Military Police Chemical School and Training Center
US Army Signal Center at Fort Gordon
US Army Transportation School

SUPERINTENDENT
US Army Military Academy, ATTN: Technical Library
US Army Military Academy, ATTN: Acquisition Branch

COPIES FURNISHED:
Office, Under Secretary of Defense for Research and Engineering
Office, Deputy Director for Science and Technology, Defense Nuclear Agency
Chairman, Defense Science Board
Defense Advanced Research Projects Agency
Defense Communication Agency
Defense Communication Engineering Center
Defense Documentation Center

Defense Science Board
Institute for Defense Analysis
Deputy Chief of Staff for Logistics, HQDA
Deputy Chief of Staff for Operations and Plans, HQDA
Deputy Chief of Staff for Personnel, HQDA
Assistant Chief of Staff for Automation and Communications, HQDA
Assistant Chief of Staff for Intelligence, HQDA
Office of the Chief of Public Affairs, HQDA

4



First United States Army
National Academy of Sciences
National Aeronautics and Space Administration (Code L-2)
National Bureau of Standards
National Institute for Occupational Safety and Health, HEW
National Institutes of Health
National Science Foundation
National Security Agency
Office of Personnel Management
US Army Acquisition Information Systems Agency
US Army Scientific Information Center
Air Force Institute of Technology
Air Force Office of Scientific Research
Air Force Systems Command
Naval Air Systems Command
Naval Materiel Command
Naval Research Laboratory
Naval Research Library (Code 2627)
Office of Naval Research (Code 102)
Office of Naval Research (Code 230)
HQ US Marine Corps (Code RD-l)
Science Advisor to the Commandant, US Coast Guard
Battelle Columbus Laboratories
Mathematics Research Center, Univ of Wisconsin, Madison
Southwest Research Institute

5



PROCEEDINGS

OF THE

1980 ARMY SCIENCE CONFERENCE~

YNITED SZTATES MILITARY ACADEMYJ

WEST POINT, NEWYR

17-20 JUNE 1980.

VO0L UM E III.

Principal Authors N through Z

/4



TABLE OF CONTENTS

PROCEEDINGS OF THE 1980 ARMY SCIENCE CONFERENCE

Author Title Vol Page

Abramovitz, I. J. See Berg, N. J. 4 1

Ahn, B. H. Second Harmonic Generation of Near 1 1
Clark, W. W., III Millimeter Wave Radiation by Non-

Linear Bulk Material

Aiken, E. W. The Effects of Control System and 1 17
Display Variations for an Attack
Helicopter Mission Through Piloted
Simulation

Aitken, G. W. Impact Fuze Performance in Snow 1 31
Richmond, P. W., III
Albert, D. G.

Albert, D. G. See Aitken, C. W. 1 31

Albritton, G. E. Response of Buried Vertically 1 47
Balsara, J. P. Oriented Cylinders to Dynamic

Loading

Alexander, P. M. Frequency Diverse Tracking/Guidance 1 61
Millimeter Radar Adapted to Target
Acquisition

Alley, B. J. Low Temperature X-Ray Diffraction 1 77
Investigation of Embrittled Mini-
mum Signature Chaparral Propellant

Alster, J. A Reaction Mechanism in the Shock 1 91
Slagg, N Initiation of Detonation. A Theo-
Dewar, M. J. S. retical Study
Ritchie, J. P.
Wells, C.

Ashman, W. P. Pattern Recognition Applications 1 105
Thornton, W. in Chemistry and Pharmacology:
Broome, P. H. A "Pharmacophore Acetylcholino-
King, J. W. receptor' Subunit Environment
Sacco, W. J. Model

Atkins, R. M. See Heberlein, D. C. 4 67

.. i.

__ p



Author Title Vol Page

Aucoin, T. R. Large High Quality Single Crystal 1 121
Savage, R. 0. Aluminum Phosphate for Acoustic
Wade, M. J. Wave Devices

Gualtieri, J. G.
Schwartz, A.

Aucoin, T. R. See Ross, R. L. 3 205

Baladi, G. Y. A Terrain-Vehicle Model for Analysis 1 135
Rohani, B. of Steerability of Tracked Vehicles

Ballato, A. Combat Hardened Communications: 1 151
Lukaszek, T. High Precision Frequency Control

Using Resonators Immune to Accele-

ration and Stress Fields

Ballato, A.T. See Iafrate, G. J. 2 295

Balsara, J. P. See Albritton, G. 1 47

Banderet, L. E. Simulated, Sustained-Combat Oper- 1 167
Stokes, J. W. ations in the Field Artillery Fire
Francesconi, R. Direction Center(FDC): A Model
Kowal, D. for Evaluating Biomedical Indices

Banister, G. H. Testing of the Army's Inter- 1 183
operating Network of Tactical
C31 Systems

Beatrice, E. S. See O'Mara, P. A. 3 31

Beck, R. R. See Hoogterp, F. B. 2 263

Beisel, W. R. See Daniels, W. L. 1 429

Berg, N. J. Acousto-Optic Time Integrating 4 1
Abramovitz, I. J. Correlator for Detection and
Lee, J. N. Characterization of Broad Band
Casseday, M. W. LPI Communications

Berry, P. The Biological Detector and 1 197
Keane, W. Warning System, XMl9/XM2
Hatfield, G.
Filler, M.

ii



Author Title Vol Page

Biggs, S. L. See Zwick, H. 3 461

Blackman, G. R. Geometric and Temporal Character- 1 211
zation of Battlefield Smoke and
Dust by Multispectral Digital
Image Analysis

Bowden, C. M. MICOM Program in Optical Bista- 1 225
Howgate, D. W. bility

Brandt, H. E. See Kehs, R. A. 2 339

Britt, J. R. Calculation of Ground Shock Motion 1 241
Produced by Near Surface Airburst
Explosions Using Cagniard Elastic
Propagation Theory

Brodman, B. W. See Devine, M. P. 1 467

Bromborsky, A. See Kehs, R. A. 2 339

Broome, P. H. See Ashman, W. P. 1 105

Brown, N. D. See Doctor, B. P. 1 487

Bruce, C. W. See Bruce, D. 1 255

Bruce, D. Experimentally Determined Relation- 1 255
Bruce, C. W. ship Between Extinction and Liquid
Yee, Y. P. Water Content
Burket, H.

Brynjolfsson, A. See Wang, C. P. 3 357

Burket, H. See Bruce, D. 1 255

Buser, R. G. See Rohde, R. S. 3 195

Bush, C. C. See Sturek, W. B. 3 281

Bussell, N. E. Preliminary Studies on the Effects 1 265
Miller, R. A. of Organophosphate Chemical War-
Hawley, C. E. fare Agents on Oral Cavity Physi-

ology

iii

illU



Author Title Vol Page

Butler, D. K. Microgravimetry and the Measure- 1 279

ment and Application of Gravity
Gradients

Cadwallender, W. K. Full Field Interferometry Appli- 1 293

Kramer, K. cations to Army Problems
Jankowski, P. Z.
Kisatsky, P. J.

Canonico, P. G. Mechanism of Action of Rib- 1 309

Little, J. S. avirin: An Antiviral Drug of

Jahrling, P. B. Military Importance
Stephen, E. L.

Casseday, M. W. See Berg, N. J. 4 1

Cassidy, T. W. See Moulton, J. R. 4 i1

Charland, J. J. Computer Graphics for the Army 1 321

Chen, F. Materials Deterioration in Tropic 1 337
Versus Conus Sites

Chen, P. F. Detection of Signal Signatures 1 353

Seemuller, W. W. of Cartographic Features

Chernick, J. A. See Scungio, R. C. 3 219

Choi, C. S. See Prask, H. J. 3 153

Christensen, C. R. Optical Correlation Seeker 1 369
Hartman, R. L.

Chubb, D. W. J. The Design and Implementation 4 17

Miller, J. A. of Digital Demodulator for Use
Against On-Off Keyed Signals

Chylek, P. See Pinnick, R. G. 3 101

Clark, E. J. See Neely, E. S. 3 1

Clark, W. W., III See Ahn, B. H. 1 1

Clare, V. R. See Posey, W. R. 3 137

iv



Author Title Vol Page

Cline, J. H. See Hammond, C. E. 2 147

Cohen, S. H. See Walker, J. E., Jr. 3 345

Cole, J. E. See Fifer, F. A. 2 13

Coleman, A. J. The Adsorption and Electrooxi- 1 385
dation of Simple Hydrocarbons
for Direct Oxidation Hydro-

carbon-Air Fuel Cells

Collett, E. Spatial Coherence and Intensity 1 399
Properties of Quasihomogeneous
Optical Sources

Comas, J. See Zavada, J. M. 3 445

Cook, C. F., Jr. See lafrate, G. J. 2 295

Corbin, N. D. See McCauley, J. W. 2 453

Crowson, A. Powder Metallurgy Steel Forgings 1 413
for Small Arm Applications

Cuthbert, B. N. See Graeber, R. C. 2 73

Cutright, D. E. See Grower, M. F. 2 105

Cutright, D. E. See Posey, W. R. 3 137

D'Agostino, J. Overhead IR Target Signature 4 43
Lillie, T. Data Base

Daniels, W. L. The Effect of Experimentally In- 1 429
Wright, J. E. duced Viral Infection on Physical
Knapik, J. J. Performance Capacity
Vogel, J. A.
Friman, G.

Beisel, W. R.

Daniels, W. L. See Wright, J. E. 3 381

Daum, G. R. Broadband Absorption Studies 4 55

V



Author Title Vol Page

Dean, A. M., Jr. Evaluation of Ice-Covered 1 443
Water Crossings

Dehn, J. The Particle Dynamics of Pene- 1 455
tration

Devine, M. P. The Effect of Chemical Inter- 1 467
Brodman, B. W. actions on the Small Arms

Deterring Process

Dewar, M. J. S. See Alster, J. 1 91

Dixon, S. Millimeter-Wave Self Mixing 1 473
Jacobs, H. Oscillators

Doctor, B. P. The Stability of Benactyzine.HCl 1 487
Brown, N. D. Under Simulated Storage and Pack-
Sleeman, H. K. ing Conditions

Douglas, C. D. Advanced Composite Applications 1 503
Lewis, R. W. to Large Caliber Weapons Systems

Drabo, M. J. See Klarich, C. R. 2 365

Embury, J. F. In Search of Strong Infrared 2 1
Extinction in Aerosols

Faden, A. I. See Holaday, J. W. 2 233

Fifer, R. A. Burning Rate Transitions for 2 13
Cole, J. E. HMX Burned as a Binderless

Propellant

Figucia, F. Energy Absorption of Kelvarv 2 29
Fabrics Under Ballistic Impact

Fileccia, R. J. See Vogel, R. S. 3 329

Filler, M. See Berry, P. 1 197

Francesconi, R. See Banderet, L. E. 1 167

Frey, R. B. The Initiation of Explosive Charges 2 43
by Rapid Shear

vi

i'il



Author Title Vol Page

Frickel, R. H. See Stuebing, E. W. 3 265

Friman, G. See Daniels, W. L. 1 429

Gavanis, T. J. See Zavada, J. M. 3 445

Gilbert, A. L. See Machuca, R. 2 427

Goldstein, S. Interior Ballistic Modeling for 2 59

Blank Ammunition

Graeber, R. C. Rapid Transmeridian Deployment: 2 73

Cuthbert, B. N. Cognitive Performance and Chrono-
Sing, H. C. biologic Prophylaxis for Circa-
Schneider, R. J. dian Dyschronism

Sessions, G. R.

Gray, J. Army GPS-Doppler Hybrid Navi- 2 89
gation System

Grower, M. F. Regeneration of Surgically Excised 2 105

Cutright, D. E. Segments of Dog Esophagus Using
Russell, E. A., Jr. Biodegradable Pla Hollow Organ Grafts

Gualtieri, J. G. See Aucoin, T. R. 1 121

Hackett, R. M. Three-Dimensional Finite Element 2 119

Combustion Instability Analysis

Hahn, F. E. Experimental Chemotherapy: A 2 133

Rapid and Simple Screening Method
for Drug Binding to DNA

Hammond, C. E. On the Use of Active Higher Har- 2 147

Cline, J. H. monic Blade Pitch Control for
Helicopter Vibration Reduction

Hansen, F. V. Deliberate Air Pollution: The Art 2 165

Pena, R. of Smoke Screening
Umstead, R. K.

Hartman, R. L. See Christensen, C. R. 1 369

vii



Author Title Vol Page

Harvey, J. F. Analysis of Multipass Laser Ampli- 2 181
fier Systems for Storage Laser Media

Hatfield, G. See Berry, P. 1 197

Hawley, C. E. See Bussell, N. E. 1 265

Heberlein, D. C. Projection of Vehicle Magnetic Sig- 4 67
Atkins, R. M. natures for the Defeat of Magnetic

Mine Influence Sensors

Heaston, R. J. Redefinition of the Four Funda- 2 203
mental Forces

Helbert, J. N. See Iafrate, G. J. 2 295

Henry, M. C. Improvements in CB Protective 2 219
Laible, R. C. Clothing

Holaday, J. W. The Role of Endorphins in the 2 233
Faden, A. I. Pathophysiology of Shock and the

Therapeutic Benefit of Opiate
Antagonists

Holst, G. C. Infrared Transmission Measurements 2 247
Through Screening Smokes: Experi-
mental Considerations

Hoogterp, F. B. Vehicle Mobility or Firing Sta- 2 263
Beck, R. R. bility-a Delicate Balance

Houghton, W. W. See Shuford, R.J. 3 235

Houle, M. J. The Effect of EA 3834 on Plants 4 81
Janroga, S.

Howgate, D. W. See Bowden, C. M. 1 225

Huber, W. A. Coding and Processing for Reli- 2 279
able Data Transmission

Huddleston, R. L. See Klarich, C. R. 2 365

Hunsperger, R. C. See Zavada, J. M. 3 445

viii



Author Title Vol Page

lafrate, G. J. Fundamental Limitations of Elec- 2 295
Helbert, J. N. tron Beam Lithography for Future
Ballato, A. T. Military IC Device Fabrication
Cook, C. F., Jr.
McAfee, W. S.

Jacobs, H. See Dixon, S. 1 473

Jahrling, P. B. See Canonico, P. G. 1 309

Jankowski, P. Z. See Cadwallender, W. K. 1 293

Janroga, S. See Houle, M. J. 4 81

Jenkinson, H. A. See Zavada, J. M. 3 445

Jennings, S. G. See Pinnick, R. G. 3 101

Kascak, A. F. The Response of Turbine Engine 2 309
Rotors to Interference Rubs

Kayser, L. D. See Nietubicz, C. J. 3 17

Keane, W. See Berry, P. 1 197

Kearney, F. Nondestructive Testing for Field 2 325

Welds: Real Time Weld Quality
Monitor

Kehs, R. A. The Generation of Gigawatt Power 2 339
Brandt, H. E. Levels of Microwave Radiation
Bromborsky, A.
Lasche, G.

Kelso, D. H. Network Traffic Analysis Model 2 351
Marley, J. J.

King, J. W. See Ashman, W. P. 1 105

Kisatsky, P. J. See Cadwallender, W. K. 1 293

Klarich, C. R. Electron Microscopy Used for Fracture 2 365
Huddleston, R. L. Mode Identification
Drabo, M. J.

Ix



Author Title Vol Page

Klose, D. R. Dual-Channel SAW Compressive 4 95

Skudera, W. J. Direction-Finding Techniques

Knapik, J. J. See Daniels, W. L. 1 429

Knapik, J. J. See Wright, j. E. 3 381

Kowal, D. See Banderet, L. E. 1 167

Kramer, K. See Cadvallender, W. K. 1 293

Kulpa, S. M. See Weber, B. A. 3 371

Kuzanek, J. F. Improved Methods for Computing 2 381
Drag Corrected Missile Impact
Predictions in Real Time -

Lahoti, G. Application of Process Modeling 2 395
Lee, F. M. to Shell Drawing Operations

Laible, R. C. See Henry, M. C. 2 219

Lampo, R. G. See Vogel, R. S. 3 329

Larson, D. C. See Zavada, J. M. 3 445

Lasche, G. See Kehs, R. A. 2 339

Lee, F. M. See Lahoti, G. 2 395

Lee, J. N. See Berg, N. J. 4 1

Lewis, R. W. See Douglas, C. D. 1 503

Lillie, T. See D'Agostino, J. 4 43

Link, L. E. Terrain Thermal Modeling for 2 411
Camouflage and Target Acquisition

Little, J. S. See Canonico, P. G. 1 309

Lukaszek, T. See Ballato, A. 1 151

x



Author Title Vol Page

Lund, D. J. See O'Mara, P. A. 3 31

Machuca, R. Finding Edges in Noisy Scenes 2 427
Gilbert, A. L.

Malik, R. J. See Ross, R. L. 3 205 F

Marley, J. J. See Kelso, D. H. 2 351

Martin, L. A. High Performance Vehicles 2 443

McAfee, W. S. See lafrate, G. J. 2 295

McCauley, J. W. Transparent, Polycrystalline 2 453 r
Corbin, N. D. Cubic Aluminum Oxide

McKnight, C. E. Disposal of Soluble Salt Waste 2 469
From Coal Gasification

Mikucki, W. J. See Vogel, R. S. 3 329

Miller, J. A. See Chubb, D. W. J. 4 17

Miller, R. A. See Bussell, N. E. 1 265

Miller, R. J., Jr. See Reichard, D. W. 3 169

Moore, R. L. Non-Linear Least Chi-Square 2 483
Algorithm-an Improvement on Non-

Linear Least Squares

Moss, G. L. Armor Design Based on Material 2 499
Properties

Moulton, J. R. Grafenwoehr II Realistic Battle- 4 111

Cassidy, T. W. field Sensors Trials

Mylin, D. C. See Sturek, W. B. 3 281

Neely, E. S. Case Study Use of EDITSPEC, the 3 1
Clark, E. J. Corps of Engineers Computer Aided

Specification Preparation System

Nelson, J. F. See Posey, W. R. 3 137

xi



Author Title Vol Page

Nietubicz, C. J. A Comparison of Navier-Stokes 3 17
Kayser, L. D. Computations With Experimental

Data for a Projectile Shape at
Transonic Velocities

Nomlyama, N. T. See Rohde, R. S. 3 195

Obert, L. P. Realistic European Battlefield 4 127
Ratches, J. A. Target Acquisition Model

O'Mara, P. A. Laboratory Investigations of 3 31
Stamper, D. A. Biomedical Factors Influencing
Beatrice, E. S. Laser Designator Operator Per-

Lund, D. J. formance

O'Mara, P. A. See Zwick, H. 3 461

Oscar, K. J. Effects of Low Power Microwaves 3 45
on the Local Cerebral Blood Flow
of Conscious Rats

Owens, F. J. Molecular Level Modeling of the 3 55
Mechanism of Shock Initiation of
Solid Explosives

Patton, J. F. See Vogel, J. A. 3 313

Patton, J. F. See Wright, J. E. 3 381

Pena, R. See Hansen, F. V. 2 165

Peterson, E. G. Methodology for Evaluation of 3 71
Salomon, L. L. Obscuration

Perkins, J. S. Laser Interaction with TBR 3 85
Materials

Pinnick, R. G. Relationships Between Extinction 3 101
Jennings, S. G. and Mass Content of Atmospheric
Chylek, P. Fog and Military Smokes

Pleasants, W. A., III Status of Improved Autorotative 3 117
White, G. T., III Landing Capability Research

xii

-?- -...--



Author Title Vol Page

Posey, W. R. The Effects of High Velocity 3 137

Cutright, D. E. Variable Mass Projectiles on

Russell, E. A., Jr. the Maxillofacial Complex
Nelson, J. F.
Clare, V. R.

Prask, H. J. Nondestructive Testing of Arma- 3 153

Choi, C. S. ment-System Components by Means
Trevino, S. F. of Neutron Diffraction

Ratches, J. A. See Obert, L. P. 4 127

Redwinski, R. J. See Smith, R. C. 4 171

Reichard, D. W. Chemiluminescence Immunoreactive 3 169

Miller, R. J., Jr. Assay (CLIA): A Rapid Method for
the Detection of Bacterial and
Viral Agents - Francisella Tular-

ensis, Live Vaccine Strain (LVS)
and Venezuelan Equine Encephalo-
myelitis Vaccine Strain (VEE TC-83)

Richmond, P. W., III See Aitken, G. W. 1 31

Ritchie, J. P. See Alster, J. 1 91

Rittenbach, 0. E. A New Technique for Doppler Fre- 3 181

quency Analysis of Radar Signals

Robbins, F. M. See Walker, J. E., Jr. 3 345

Rohani, B. See Baladi, G. Y. 1 135

Rohde, R. S. Pulse Code Modulation of CO2TEA 3 195

Buser, R. G. Laser Pulse
Nomiyama, N. T.

Ross, R. L. Semi-Insulating Gallium Arsenide 3 205

Aucoin, T. R. for Millimeter Wave and High Speed

Savage, R. 0. IC Device Applications
Winter, J. J.

Malik, R. J.

Rubel, G. 0. See Stuebing, E. W. 3 265

xiii



Author Title Vol Page

Russell, E. A., Jr. See Grower, M. F. 2 105

Russell, E. A., Jr. See Posey, W. R. 3 137

Sacco, W. J. See Ashman, W. P. 1 105

Salomon, L.L. See Peterson, E. G. 3 71

Sampson, J. B. See Wright, J. E. 3 381

Savage, J. J. Multispectral Screening Agent 4 143

Shaffer, R. E. Studies

Savage, R. 0. See Aucoin, T. R. 1 121

Savage, R. 0. See Ross, R. L. 3 205

Schneider, R. J. See Graeber, R. C. 2 73

Schwartz, A. See Aucoin, T. R. 1 121

Scungio, R. C. Performance Evaluation for Direct 3 219

Chernick, J. A. Fire Systems

Seemuller, W. W. See Chen, P. F. 1 353

Sessions, G. R. See Graeber, R. C. 2 73

Shaffer, R. E. See Savage, J. J. 4 143

Shank, E. B. MOUT/Assault Weapon Status 4 159

Thein, B. K.

Share, S. Nuclear Radiation Effects in 3 223

Wasilik, J. Fiber-Optic Waveguides

Shuford, R. J. Acoustic Emission as a NDE Tech- 3 235

Houghton, W. W. nique for Determining Composite
Rotor Blade Reliability

Sing, H. C. See Graeber, R. C. 2 353

Skudera, W. J. See Klose, D. R. 4 95

xiv

_ _ _ _ _



Author Title Vol Page

Slagg, N. See Alster, J. 1 91

Sleeman, H. K. See Doctor, B. P. 1 487

Smith, R. C. PATRIOT Survivability Study 4 171

Redwinski, R. J.

Soicher, H. Correlation and Prediction of 3 251
Propagation Time-Delays Along
Earth-Space Links

Stamper, D. A. See O'Mara, P. A. 3 31

Stephen, E. L. See Canonico, P. G. 1 309

Stokes, J. W. See Banderet, L. E. 1 167

Stuebing, E. W. Recent Research on Phosphorus 3 265
Frickel, R. H. Smoke
Rubel, G. 0.

Sturek, W. B. Computational Parametric Study 3 281
Mylin, D. C. of the Aerodynamics of Spinning
Bush, C. C. Slender Bodies at Supersonic

Speeds

Tarbell, A. B. Noise Performance of a New Type 3 297
of Low Noise FM Detector

Then, B. K. See Shank, E. B. 4 159

Thornton, W. See Ashman, W. P. 1 105

Trevino, S. F. See Prask, H. J. 3 153

Umstead, R. K. See Hansen, F. V. 2 165

Van Sice, C. W. See Zwick, H. 3 461

Vogel, J. A. Development of New Gender-Free 3 313
Wright, J. E. Physical Fitness Standards for
Patton, J. F. the Army

Vogel, J. A. See Daniels, W. L. 1 429

xv



Author Title Vol Page

Vogel, J. A. See Wright, J. E. 3 381

Vogel, R. S. Studies in the Identification of 3 329
Fileccia, R. J. Hydrocarbon Products in Wastewater
Mikucki, W. J.
Lampo, R. G.

Wade, M. J. See Aucoin, T. R. 1 121

Walker, J. E., Jr. The Effects of Catheptic Enzymes 3 345
Robbins, F. M. on Muscle Proteins
Cohen, S. H.

Wang, C. P. Heat Conduction in Finite Cylin- 3 357
Brynjolfsson, A. ders and the Computer-Aided Cal-

culation of Bacteria Survival in
Heat Sterilization

Wasilik, J. See Share, S. 3 223

Weber, B. A. The Extension of(Hg,Cd]Te Detector 3 371
Kulpa, S. M. Technology to the Near-Milimeter

Spectral Region

Wells, C. See Alster, J. 1 91

White, G. T., III See Pleasants, W. A., III 3 117

Winter, J. J. See Ross, R. L. 3 205

Wright, J. E. Physiological Work Capacity and 3 381

Vogel, J. A. Performance of Soldiers Follow-
Sampson, J. B. ing Transatlantic Deployment
Patton, J. F.
Daniels, W. L.
Knapik, J. J.

Wright, J. E. See Daniels, W. L. 1 429

Wright, J. E. See Vogel, J. A. 3 313

xvi



Author Title Vol Page

Wright, T. W. Penetration With Long Rods: A 3 397
Theoretical Framework and Com-
parison With Instrumented Impacts

Wu, J. J. The Initial Boundary Value Problem 3 413
of Gun Dynamics Solved by Finite
Element-Unconstrained Variational
Formulations F

Yalamanchili, R. New Concepts in Recoil Mechanisms 3 425

Yee, Y. P. See Bruce, D. 1 255

Zavada, J. M. Ion Implanted Guided Wave Devices 3 445
Jenkinson, H. A. for Army Fire Control
Gavanis, T. J.
Hunsperger, R. G.
Larson, D. C.
Comas, J.

Zwick, H. A Solid State Dark Adaptometer 3 461
Biggs, S. L.
O'Mara, P. A.
Van Sice, C. W.

xvii

. ... ..... .. . . . i I. i " ,- --- '- ..- *.



FNEELY, CLARK

CASE STUDY USE OF EDITSPEC,
THE CORPS OF ENGINEERS

COMPUTER AIDED SPECIFICATION PREPARATION SYSTEM (U)

*EDGAR SAMUEL NEELY. JR.. DR.
CONSTRUCTION ENGINEERING RESEARCH LABORATORY

CHAMPAIGN. IL 61820

EDSOL JEROME CLARK. MR.
U.S. ARMY ENGINEERING DIVISION

HUNTSVILLE. AL 35807

INTRODU . The Corps of Engineers has developed a
computer-aided specification preparation system known as
EDITSPEC. This system is being field tested at the Huntsville

Division. Corps-wide implementation is scheduled in December
1980. EDITSPEC resides on one national computer system. Users
access the system through typewriter terminals. Output is
received at the typewriter terminals, local medium-speed
printers, or central site high-speed printers. This paper
describes the benefits expected from application of the EDITSPEC
system, the guide specification process, and finally the method

used to prepare project specifications. A prototype test
description concludes the presentation.

BENEFITS. Several major benefits are anticipated when EDITSPEC
becomes fully operational. The estimated magnitude of these
benefits are listed below and will be verified during the proto-
type test.

1. Project specifications will be more complete, accu-
rate, and consistent when the contract is advertised.

2. The cost of construction change orders due to specif-
ication deficiencies will be reduced 40 percent.
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3. Specification writers' production will increase 30
percent.

4i. Typing production will increase 35 percent.

5. Total costs to produce project specifications will. be

reduced 25 percent.

A more detailed description of the areas in which

EDITSPEC is expected to provide benefits is presented below.

CORPS OF ENGINEERS GUIDE SPECIFICATIONS (CEGS). Guide
specifications are used as drafts when preparing project specifi-
cations. Changes to the CEGS are issued as notices.

1. Maintained in EDITSPEC by the Huntsville Division.
Individual offices will no longer have to maintain the CEGS.

2. Reported errors will be corrected immediately.

3. Revisions to the guides will be available to field
offices immediately. There will be no printing and mailing
delays between the approval of a revision and its implementation
by field offices.

PROJECT SPECIFICATIONS.

1. The writer will be provided with a posted guide
specification. No resources will be required to post notices
prior to application on a project.

2. Technical notes, providing instructions regarding
specification preparation, will be printed directly after the
text to which the note applies.

3. Writers using a guide in project specification
preparation will be immediately notified of changes to the guide.

14. The writer will be provided with a project section
containing all relevant guide text. No resources will be
required to manually review and mark up the guide. The system
will automatically pull. all relevant text from the guide and
place it into the project section.
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5. All. referenced publications will be kepL current. and
updated automatically. No resources will be required to check
the reference publications for current listings.

6. The sources of all text will be identified. Minimum
management resources will be required to review and approve the
project-unique text in the specification.

7. A complete, consister.c, and accurate project specifi-
cation is produced at bid printing. Inconsistencies are reported
to the project engineer and must be corrected before the system
produces the bid printing copy.

CORPS OF ENGINEERS GUIDE SPECIFICATION (CEGS) PREPARATION FOR
AUTOMATION. This section describes how a guide specification is
prepared fur automation. Portions of the Corps of Engineers

guide specification (CEGS) entitled "CEGS-07510 BUILT-UP ROOFiNG"
have been used to illustrate the process. Guide specifications
are written to cover the most frequently encountered design con-

ditions. An actual project design would not contain all design
conditions covered by a guide. The first task is to decide what

design conditions the guide will cover. The writer forms the
design condition list before any text is written. The list for

the example guide is shown in Figure 1.

FIGURE 1. CHECKLIST--CEGS-07510--BUILT-UP ROOFING

C : Concept Design F = Final Design

Condition
Number Desipn Conditions

1 C F Control Condition (Required)

Built-up roofing substrate:
2 X Mineral-fiber, expanded perlite or fiberboard

insulation
I X X Composite board, cellular glass, isocyanurate

or urethane insulation

4 X X Cast-in-place concrete
5 X f Precast concrete
6 Precast gypsum

1Cast-in-place gypsum
X X Lightweight insulating concrete

Roof slopes:

9 X All slopes 1/2" per foot or less
1 XAll slopes greater than 1/2" to 1", per foot
11 X X All slopes greater than 1" to 3" per foot
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12 X it Combination of slopes including slopes 1/2" per
foot or less

13 X X Combination of slopes, all greater than 1/2" per
foot

Average January temperature:
14 / ( 40 F and above

15 X X Below 40 F
16 X / Gravel stops required
17 X . Valleys required
18 v ' Cants required
19L1 Wood walkways required
20 X Composition traffic surfaces required
21 Vertical surfaces abut sloped roof surfaces
22 X 4 Bitumen samples required
23 X X Light-colored aggregate is available and work is in

Air Force weather condition zones A or B
24 V / Army or Air Force construction is not in the vicinity

of warmup/operating aprons. For work that is not in the
vicinity of warmup/operating aprons, the roof substrates

and slopes are as follows:
25 X X Concrete or insulation - all slopes 1/2" per foot

or less
26 X X Cast-in-place concrete - slopes greater than 1/2" per

ft
27 X Precast concrete - slopes greater than 1/2" per ft
28 X i Expanded perlite, fiberboard or mineral fiber

insulation - slopes greater than 1/2" per ft
29 X X Composite board, cellular glass, isocyanurate, or

urethane - slopes greater than 1/2" per ft
30 V V Gypsum or insulating concrete - all slopes 1/2" per

ft or less

11 X X Gypsum or insulating concrete - slopes greater than
1/2" per ft

32 X X Air Force construction is in the vicinity of AF
warmup/operating aprons

For work in the vicinity of AF warmup/operating aprons,
roof substrates and slopes will be as follows:

33 X Concrete or insulation - all slopes 1/2" or
less

34 X X Cast-in-place concrete - slopes greater than 1/2"
per ft

35 X X Precast concrete - slopes greater than 1/2" per ft
36 X X Expanded perlite, fiberboard or mineral fiber

insulation - slopes greater than 1/2" per ft
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37 X X Composite board, cellular glass, isocyanurate or
urethane insulation - slopes greater than 11211
per ft

38 X X Gypsum or insulating concrete - all slopes 1/2"1
per ft or less

39 X X Gypsum or insulating concrete - slopes greater than
1/2"1 per ft

The second task is to form an outline. Once the outline
has been established, the writer can begin to prepare the text,
the third task. The fourth and one of the most important tasks
is to convey the writer's ideas as to when each portion of text
should be pulled from the guide and placed into a project specif-
ication. While this task may be trivial if each paragraph
addresses only one design condition, it may be very complicated
if each phrase in a sentence is written to address a different
condition.

The writer must convey this information as quickly and
efficiently as possible. For automation, this information is
conveyed by marking the handwritten text. The contents of a
guide can be divided into three classifications: (1) tables, (2)
variable phrases, and (3) normal text. The method for marking
text for each classification is presented below.

Tables - The writer must indicate under which design con-
ditions each column and each row should be pulled from the guide
and placed into the project specification. This information is
indicated by writing the numbers of each design condition that
would require use of the row to the left of the row. For
columns, the writer indicates the design conditions by placing
them above the columns. An example table is shown in Figure 2.
The writer has indicated that portions of row four would be
required only if the project contained one or more of design con-
ditions 25, 26, 27, 28, or 29 and that portions of column three
would be required only if the project contained design condition

TABLE 1. LAPS FOR ROOFING FELTS AND ROLL ROOFING

LAYERS LAPS IN INCHES FOR STARTING WIDTHS IN INCHES
OR PLIES 36-INCH WIDTH FOR 36-INCH WIDTH

4 36
2 19 18 and 36
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1 3 24-2/3 12, 24, and 36
4 27-1/2 9, 18, 27 and 36

FIGURE 2. MARKING TABLES

Variable Phrases - Guides contain phrases that vary
depending on the design conditions. Phrases are normally, but
not necessarily, marked in the guide by the use of open and close
brackets ([ ]). There is usually a fixed set of replacement
phrases for each variable phrase. For automation, each variable
phrase in the text is marked with a flag and each unique flag is
given an identifier number. All possible choices for a flag
(phrase) are defined in the order of the simplest to the most
complicated. The writer marks the design conditions for each
phrase to the left of the phrase definition. In the example
shown in Figure 3, the unbracketed phrase "Concrete or Insula-
tion" is marked as a variable phrase and identified as flag 7.
The three choices for flag 7 are shown below the text. The
writer has indicated that choice two, "Insulation," should be
applied if design condition 2 or 3 is present in the project.
Choice three, "Concrete or Insulation," should be applied if any
of the design condition pairs 2 and 4, 2 and 5, 3 and 4, or 3 and
5 are in the project.

2 4.1.2 On FLJ: I Concrete or Insulation*-Surfaces:
Four plies of 15-pound asphalt-saturated felt
shall be mopped in solid with hot asphalt.
Felts shall be laud shingle-fashion at right

2 angles to the direction of the roof slope and
lapped in accordance with Table I/FLB; $ and
fastened in accordance with Table II, III#_.
The flashings shall be installed and the flood
coat and surfacing applied.

0 G Choice 1 - Concrete
2 - Insulation
3 - Concrete or Insulation

FIGURE 3. MARKING FLAGS
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Normal Text - When the text to be marked is several lines
long, a bracket at the left margin can be used to indicate the
text. The example in Figure 4 shows that the text should be
pulled if design condition 1 is present in the project. When the
text to be marked is only a few words long, the design condition
numbers are written above the text. A slash and a dash are used
to indicate the start of the phrase and a dash and a slash are
used to indicate the end of the phrase. The first line of the
example in Figure 4 indicates that the phrase "or coal-tar bitu-
men" should be pulled if the project contains either design con-
dition 25 or 30.

o 0o
2. GENERAL: Asphalt /-Or coal-tar bitumen-7 built-up roofing
shall be applied to the roof surfaces indicated.

2.1 Storage of Materials: Felts and roll roofing shall not be
exposed to any moisture before, during, or after delivery to the

site. Felts and roll roofing shall be stored in an enclosed
building or in a trailer, stacked on end, and maintained above
U0°F for 24 hours immediately before laying. /-Aggregate shall
be maintained surface dry as defined by ASTM D 1863 -7

FIGURE 4. MARKING TEXT LINES

The marked-up text and the design condition list are
given to an EDITSPEC operator, who enters the text and translates
the markings to computer commands. The operator removes the
actual text of each referenced publication and replaces it with a
computer command requesting that this information be copied from
the master reference pubLication list only when a print request
is issued. This permits the master reference publication list to
be maintained at one location and ensures the inclusion of the
latest publication within the guide.

Since changes are made directly within the guide, elim-
inating the need for pages which must be posted by field person-
nel, changes are immediately available to all field personnel in
posted form. When changes are made to a guide, the operator
issues an "update message" command. The EDITSPEC system sends
one update message for each project currently applying the guide.
The project specification writer will receive the message as soon
as he enters EDITSPEC.
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Errors within a guide found by field personnel are
reported by telephone to the EDITSPEC "HOT LINE." Immediate

action will be taken by the HOT LINE personnel to correct the
reported errors.

The commands to create the first page of guide CEGS-
07510.00 are shown in Figure 5. The "NEW" command creates a
document named "CEGS07510.O0"' on a dataset (or file) named
"data." The "EDIT" command allows the document to be edited.
Text is entered into the document through the "INPUT" command.
Internal format commands have been embedded into the text for
center (*cj---*), left (*j---*), and right (*rj---*) justifica-
tion of text during printing. Commands to skip lines (*sl*) and

to perform automatic paragraph numbering and indentation (*p*)
have also been added. Reference publications are added by the
"COPY TABLE NO MOVE" command. The first copy table (ct) command
requests that the publication located on row 54 of the table 100
in the reference publication list named "referencepub" be copied
into the guide only when a print request is given. The "ct" com-
mands generate the "*ct*" commands shown on lines 1600 through
3100 of the listing of the text. Note that the actual text for
the publication is not copied, but a request for a future copy is
stored in the correct location in the guide.

FIGURE 5. GUIDE GENERATION COMMANDS

.new (cegs07510.00); data.

.edit (cegs07510.O0).

.input.
*lj DEPARTMENT OF THE ARMY* *lg(-11) CEGS-07510* *s1*
0Ij OFFICE OF THE CHIEF OF ENGINEERS* *u* *lj(-11) July 1977*
*lj(-11) Superseding* *sl*
Olj(-11) CE-220.12' *sl*
OcJ Notice 3' *sl*
*cj May 1979* *sl1*
*cj CORPS OF ENGINEERS GUIDE SPECIFICATION* *sl*
*cJ MILITARY CONSTRUCTION* *s114*
*cJ SECTION *f11. * *sl1

*cj BUILT-UP ROOFING* *sl*
*tc 1; *pl* APPLICABLE PUBLICATIONS* : The publications listed
below form a part of this specification to the extent referenced.
The publications are referred to in the text by the basic designa-
tion only.
'p2* Federal Specifications (Fed. Spec.): *sll*
*tb 250*
.ct (referencepub); 100;;;54;1,2;nm.
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.ct (referencepub); 100;;;78;1,2;nm.

.input.
*te*
'p2' American Society for Testing and Materials (ASTM) Publications:
'tb 250*
.ct (referencepub); 200;;;21;1,2;nm.
.ct (referencepub); 200;;;25;l,2;nm.
.ct (referencepub); 200;;;26;1,2;rm.
.ct (referencepub); 200;;;38;1,2;nm.
.ct (referencepub); 200;;;42;1,2;nm.
.ct (referencepub); 200;;;10;1,2;nm.
.ct (referencepub); 200;;;11;1,2;nm. L
.ct Creferencepub); 200;;;15;1,2;nm.
.ct (referencepub); 200;;;15;1,2;ntm.
.ct (referencepub); 200;;;28;1,2;nm.
.ct (referencepub); 200;;;29;1,2;nm.
.input.

*tc 1; 'p1' GENERAL*' Asphalt
or coal-tar bitumen
built-up roofing shall be applied to the roof surfaces indicated.
.It text. 01
100 *lj DEPARTMENT OF THE ARMY' 'lj(-11) CEGS-075100 *sl*
200 'Ij OFFICE OF THE CHIEF OF ENGINEERS' *u 'lJ(-11) July 1977*
300 'ljC-1i) Superseding* 'si'

500 *cj Notice 3' 'si'
600 'cj May 1979' 'sll*
700 *cj CORPS OF ENGINEERS GUIDE SPECIFICATION* 'sl*
800 *cj MILITARY CONSTRUCTION' 'sl4
900 'cj SECTION 'fil' *sll'
1000 'cJ BUILT-UP ROOFING* *sl'
1100 *tc 1; 'p1' APPLICABLE PUBLICATIONS' : The publications listed
1200 below form a part of this specification to the extent referenced.
1300 The publications are referred to in the text by the basic

designation only.
1400 'p2' Federal Specifications (Fed. Spec.): *sI1 0

1500 'tb 250'
1600 'at (referencepub); 1;54;1,2;100'
1700 'at (referencepub); 2; 78;1,2;1000
1800 *toe*
1900 'p2' American Society for Testing and Materials (ASTM)

Publications:
2000 'tb 250'
2100 *ct (referencepub); 3;21;1,2;200'
2200 *ct (referencepub); 4;25;1,2;20O'
2300 *ct (referencepub); 5;26; 1,2;2000

9
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2400 Oct (referencepub); 6;38;l,2;200"
2500 *ct (referencepub); 7;42;1,2;2000
2600 *ct (referencepub); 8;10;1,2;2000
2700 Oct (referencepub); 9;11;1,2;200"
2800 Oct (referencepub); 10;15;1,2;2000
2900 *ct (referencepub); 11;19;1,2;2009
3000 Oct (referencepub); 12;28;1,2;2000
3100 Oct (referencepub); 13;29;1,2;200"
3200 'te*
3300 *tc 1; *pl* GENERAL* : Asphalt

3400 or coal-tar bitumen
3500 built-up roofing shall be applied to the roof surfaces

indicated.
.upda (cegsmastersp); (a new guide 07510.00 has been issued.)

OFFICE-TAILORED GUIDE SPECIFICATION PRkPARATION. It is often
advantageous for a Corps office to tailor an CEGS guide or a por-
tion of the guide for local geographic and/or climate conditions.

The tailored text is applied to produce project specifications in
lieu of the original guide. When a complete guide is tailored,
it is stored in its entirety under an office guide name. For

example, if Huntsville Division (Corps office 87) tailored guide
cegs 07510.00, the name of the tailored guide would be
87GS07510.00. When only a few lines of text requires tailoring,
the tailored text is the only text store& in the document. For
example, the Huntsville Division could taiicr only the paragraph
"APPLICABLE PUBLICATIONS" to read:

APPLICABLE PUBLICATIONS: The following publications
of the issues listed below, but referred to thereafter
by basic designation only, form a part of this specifi-
cation to the extent indicated by the references
thereto:

PROJECT SPECIFICATION PREPARATION

GENERATION. Preparation of a specification begins by
obtaining the master guide specification index and marking the
index to indicate those guides that will be used for the project.

The marked index is given to an EDITSPEC operator, who enters the
selections and obtains a design condition list for each guide
specification that has been selected. This design condition list
contains all design conditions covered by the guide. The specif-
ication writer is provided with the design condition checklist
and a fully posted copy of each guide, if requested. The writer
reviews the design and marks the checklist as follows:
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1. Checks C)the design conditions that are in the pro-
ject.

2. Marks WX the design conditions that are 1= in the
project.

3. Leaves design conditions that are currently undecided

A concept design example is shown in Figure 6. The
marked checklist is given in the concept column of Figure 1.

CONCEPT DESIGN EXAMPLE

Design Criteria:
Location: Lone Star AAP, Texarkana, Texas
Building No. 1: ~40 x 60' roof area
Average roof slope of 1/J4 inch per foot
Precast gypsum roof deck
Cants and wood walkways required
Parapet walls and gravel stops riot required

FINAL DESIGN EXAMPLE

Design Criteria: The following buildings have been added to the
project:

Building No. 2: 60' x 90' roof area
Average roof slope of 1 inch per foot
Steel deck with fiberboard insulation
Parapet walls, valleys anid gravel stops required

Building No. 3: 60' x 90' roof area
Average roof slope of 2 inches per foot
Precast concrete roof deck
Parapet walls, val leys arid gravel stops required
Composition traffic surface

FIGURE 6. CONCEPT AND FINAL DESIGN EXAMPLE

The writer decides which office-tailored guide specifica-
tion sections are to be applied in lieu of and in addition to the
CEGS guides anid which office-tailored text is to be used instead
of portions of the CEGS guide text.. Handwritten notes to the
EDITSPEC operator are prepared defining the required replace-
ments. In the example, the paragraph titled "APPLICABLE
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PUBLICATIONS" is to be replaced by the text of document
87GS07510.00.

Project-unique text is written to cover design conditions
not covered by the CEGS or office guides. Each segment of
project-unique text is marked as to its final location in the
project specification. The writer actually marks the location in
the guide that the project-unique text would logically appear if
it were incorporated into the guide. In the example, the para-
graph titled "GENERAL" is to be modified to read

"GENERAL: Asphalt built-up roofing shall be applied
to the roof surfaces indicated. Materials and their
application to the built-up roofing system shall, con-
form to requirements of Factory Mutual and the require-
ments specified herein to provide an approved Class I-
90 roof."

The EDITSPEC operator is given the completed design con-
dition checklist, the tailored office guide replacement instruc-
tions, and the project-unique text. The operator enters the com-
pleted checklist and issues the "GENERATE" command, which causes
the system to generate a new project section and add commands to
copy the required guide text to the project. These commands are
performed only when a print request is given. The operator edits
the project section and inserts the replacement request and the
project-unique text. Following a logic check command, the system
checks the text to insure that it is logically correct, complete,
and does not include extraneous material. An example generation
is shown in Figure 7.

.spec (87p207510.00); a; 1, -2, -3, -4, -5,

• 6, -7, -8, 9, -i0, .11, -12, -13, 14,
-15, -16, -17, 18, 19, -20, -22,
-23, 24, -25, -26, -27, -28, -29,
30, -31, -32, -33, -34, -35, -36, -37, -38, -39.

.generate (87p207510.00); (cegs 07510.00); dsguo2; 1; 0.

.edit (87p207510.00).

.It text.
100 *co (cegs0751000); -100; 900-1000*
200 *co (cegs07510.00); -200; 1100-1300*
300 *co (cegs07510.00); -300; 1400-1500#
400 *ct (cegs07510.00); -400; 1,2;1,2"
500 *co (cegs07510.00); -900; 1800-2000"
600 *ct (cegs07510.00); -1000; 1,2,6,8,10;i,?
700 *co (cegs07510.00); -2100; 3200-3200*
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800 *co (cegs07510.00); -2200; 3300-3500*
.change 200; /co/; /cu/.
.copy (87gsO7510.00);;200;10;nm.
.change 800; /co/; /cu/.
.input 800; 10.

*tc 1; *pl*
GENERAL*: Asphalt built-up roofing shall be applied to the roof
surfaces indicated. Materails and their application to the built-up
roofing system shall conform to requirements of Factory Mutual and
the requirements specified herein to provide an approved Class 1-90
roof.

.1c.

.It text.
100 *cc (cegs075100.0); -100; 900-1000*
200 *cu (cegs07510.00); -200; 1100-1300" V
210 *co (87gs 07510.00); 1"
300 *co (cegs07510.00); -300; 1400-1500"
400 *ct (cegs07510.00); -400; 1,2; 1,2'
500 *co (cegs07510.00); -900; 1800-2000"
600 *ct (cegs07510.00); -1000; 1,2,6,8,10; 1,2"
700 *co (cegs075100.0); -2100; 3200-3200*
800 *cu (cegs07510.00); -2200; 3300-3500*

810 *tc; *pl* GENERAL*: Asphalt built-up roofing shall be
applied to the roof surfaces indicated. Materials and their
application to the built-up roofing system shall conform to
requirements of Factory Mutual and the requirements specified
herein to provide an approved Class 1-90 roof.

FIGURE 7. PROJECT GENERATION COMMANDS

UPDATING. Updating may be caused by a project redesign,
a more detailed design, and/or guide specification changes. The
process begins by reviewing the previous design condition check-
list and preparing an updated checklist. The project-unique text
and office guide references are reviewed and corrected if neces-
sary. All materials are given to the operator, who enters the
changes to the design condition checklist and issues the "UPDATE"
command. The system then obtains the latest copy of the guide,
the current updated project checklist, and the outdated project
specification section. The section is rewritten to comply with
the updated items automatically. The operator edits the section
changing the replacement requests and project-unique text as

13
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required. A logic check command is issued to insure the project
specification completeness. An example of an updated design is
shown in Figure 6. The updated checklist is shown in the "final"
column of Figure 1. The commands issued are shown in Figure 8.
No changes to the guide references nor project-unique text is
required.

A comparison of the *ct* command on line 600 of the con-
cept and the final design project specifications shows that the
publications to be copied from the reference publication document
for the concept design (i.e., rows 1, 2, 6, 8, and 10) have been
automatically changed to reflect the change in the final design
(i.e., rows 1 through 11).

When all project sections are complete and the project is
ready for printing, the operator issues the print project command
(PPRO). The system w,.ll automatically obtain the latest refer-

ences and latest guide text, automatically paragrpah and paginate
correctly, and print complete project.

.spec (8 7p2075 10.00); c; 2, 5, 6, -9, 12, 14, 16, 17, 20, 21, 22,
27, 28.

.update (8 7p207510.00); (cegs07510.00); dsguo2; 1; 0.

.edit (87p207510.00).

.lc.

.lt text.
100 *co (cegs07510.00); -100; 900-1000"
200 *cu (cegs07510.00); -200; 1100-1300*
210 *co (87gs 07510.00); 1*
300 *co (cegs075100.0); -300; 1400-1500"
400 *ct (cegs075100.0); -400; 1, 2; 1, 2*
500 *co (cegs07510.00); -900; 1800-2000'
600 *ct (cegs07510.00); -1000; 1,2,3,4,5,6,7,8,9,10,11; 1,2"
700 *co (aegs07510.00); -2100; 3200-3200*
800 *cu (cegs07510.00); -2200; 3300-3500*

810 *tc; *pl* GENERAL*: Asphalt built-up roofing shall be
applied to the roof surfaces 820 indicated. Materials and their
application to the built-up roofing system 830 shall conform to
requirements of Factory Mutual and the requirements 840 specified
herein to provide an approved Class 1-90 roof.

FIGURE 8. PROJECT UPDATE COMMAND

14
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PROTOTYPE TEST PROCEDURE. All Corps Military Construc-
tion guide specifications and the master reference publications
list are loaded in the data base and EDITSPEC is being tested at
Huntsville Division. The purpose is to verify the expected bene-
fits. Detailed time and motion records will be kept on four
basic functions:

1. Updating Guide Specifications -- Huntsville maintains
the Corps guide specifications on EDITSPEC.

2. Project Specification Preparation Via MTST Machines
-- Huntsville will produce the complete project specification for
one project using their current method of specification prepara-

tion, IBM magnetic tape/selectric typewriter machines.

3. Project Specification Preparation Via EDITSPEC -

Manual System. The same project specification will be produced

using EDITSPEC as a normal text editor.

4. FroJect Specification Preparation Via EDITSPEC -

Automatic System -- Several sections from the same project will
be produced using the automatic generation capabilities. The
complete project specification cannot be automatically produced
since all required CEGS guides have not been coded for automa-
tion.

PROTOTYPE TEST RESULTS AND EVALUATION. Preliminary
evaluation will be conducted in June 1980. Final evaluation will
be conducted in August 1980. The Assistant Secretary of the Army
will review the prototype test results. If the test is success-
ful, field implementation will begin in December 1980.

15
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A COMPARISON OF NAVIER-STOKES COMPUTATIONS WITH
EXPERIMENTAL DATA FOR A PROJECTILE SHAPE AT TRAINSONIC VELOCITIES

CHARLES J. NIETUBICZ, Mr., and LYLE D. KAYSER, Mr.
U.S. Army Ballistic Research Laboratory
Aberdeen Proving Ground, Maryland 21005

I. INTRODUCTION

The in flight characteristics of an artillery shell are of
major importance to the shell designer, ballisticion and ultimately the
artillery field commander whose mission is deployment of timely and
accurate fire power. The aerodynamic properties of artillery shell,
such as pitching moment, Magnus moment and drag are critical to the
stability of shell which in turn significantly affects accuracy and
time of flight. The capability to determine the aerodynamics of shell
is required over a wide range of flight regimes since, depending on
initial launch velocities, artillery shell are subject to subsonic,
transonic, and supersonic flight. Projectile aerodynamics over these
various flight regimes have been found, in some cases, to chanqe by an
order of magnitude. The solution techniques utilized must therefore
be capable of computing these changes.

A concentrated theoretical and experimental research program
has been ongoing at BRL in order to develop the predictive capabilities
required for determining projectile aerodynamics. Supersonic
computations using combined inviscid floy tield and boundary layer
techniques have been developed by Sturek I , et al., for cone-cylinder
and ogive-cylinder configurations. Recent results have been obtained
in supyrionic flow over a typical boattailed projectile by Schiff and
Sturek 2  using modern computational techniques for solving the thin-
layer Navier-Stokes equations.

17
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(I viscid transonic compot ati o0,i resull ts have bne obtained
by Reklis , et al. , for a secant-ogivc-cv I i ndcr-oattai I shape. The
inviscid techniques give good resu lts for pitch p1laie aerodynamic
coefficients at small angle of attack. I ix\c't lr th i > technique lacks
the ability to include viscous effects at t ransonic speeds and thus
compute the Magnus effect on projectiles. lechniques which have been
applied in supersonic flow for combining inviscid and boundary layer
methods have not been fully established for transonic flow. These
methods, which have shown good results for ogive-cylinders in
supersonic flow at low angle of attack, are not accurate in modeling
the severe flow expansion in the vicinity of surface discontinuities
such as those that occur at the cylinder-boattail junction.

The solution of the thin-layer Navier-Stokes equations, which
allows for the simultaneous computation of the inviscid and viscous
regions, eliminates the need for matching two different solutions.
Additionally, since all tlhree momentum equations are retained, the
ability to compute in regions of separated flow is achieved. This
paper describes the governing three-dimensional thin-layer Navier-Stokes
equations used for computing flow over projectile shapes at angle of
attack. Secondly, the generalized axisynmetric formulation used for
computations at a = 00 will be described. A description of the
numerical algorithm and results will follow. Experimental and
computational results will be presented for a secant-ogive-cylinder-
boattail projectile shape at a = 00 and a = 2. Computational results
will also be shown for a ring airfoil shape thus demonstrating the
general geometry capability of the present num'crical scheme.

II. GOVERNING EQUATIONS

The general three-dimensional thin-layer Navier-Stolkes
equations, used for all cases where a = 00, are described in Section 11a.
The thin-layer generalized axisynunetric equations, which are a special
case of the 3-D equations, are described in Section lIb.

a. Three-Dimensional Equations

The transformed three-dimensional thin-layer Nav ier- Stokes
equations fn. non-dimensional and strong conservation law form are
written as )

T q + 3a E + 3 F + D G = Re- S (1)

where general coordinate transfonmat ions

18
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C(x,y,z,t) - longitudinal coordinate

n = (x,y,z,t) - circumferential coordinate

C (X,y,z,t) - near Normal coordinate

'r = t- time

are used and

1 Pu
pu puU + EX

qJ p pwU + E p

Lep) (e+p) - p

0

x y z x~ yC z~ x

S -J 1  2) +(p/3)(c u +C v +C w

x y z *x y z~ z

{((C2+ 2.2) [0.Sii(u2+v2+W2) +KPr 1 (y1l) 1(a2)
x y zC

L (ji/3)( x + + w)xuC+C y +v C zW
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The velocities

U =t + xu +  zyV + F zw

V = t + nx
u + nly + nzw  (2)

W = t + xU + yV + Czw

represent the contravarient velocity components.

The Cartesian velocity components (u,v,w) are retained as the
dependent variables and are nondimensionalized with respect to a (the
free stream speed of sound). The local pressure is determined using
the relation

p = (y - 1)(e - .5p(u 2 + v2 + W2)) (3)

where y is the ratio of specific heats, density (p), is referenced to
p. and total energy (e) to p. a_2. The additional parameters are (K)

the coefficient of thermal conductivity, (p) the dynamic viscosity,
(Re) the Reynolds number, (Pr) the Prandtl number, and (X) which
through the Stokes hypothesis is (-2/3)i.

The metric terms C , nx and x are formed from the derivatives

x, yg, z ., etc., and together with the Jacobian of the transformation

allow for computations to be performed for variable body geometries.

The "thin-layer" approximati, (-n( - 7 used here requires that
all body surfaces be mapped onto r = constant planes and that Re >> 1.
Essentially, all the viscous terms in the coordinate directions (here
taken as F and n) along the body surface are neglected while terms in
the C or the near normal direction to the body are retained. This
approximation is used because, due to computer speed and storage
limitations, fine grid spacing can only be provided in one coordinate
direction (usually taken as the near normal direction) and the grid
spacing available in the other two directions is usually too coarse to
resolve the viscous terms. For the type of problems currently under
investigation, i.e., projectiles at low angles of attack, with no strong
cross-flow separation, these approximations are considered valid.

b. Generalized Axisymmetric ['quations

The thin- layer genera lized-axisymmetric equat ions are obtained
from the three-dimensiona l equations by making use of two restrictions:
(1) all body geometries are of an axisymmetric type; (2) the state
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variables and the contravariant velocities do not vary in the
circumferential direction. In what follows, the D F term of Eq. (1)

shall be reduced to the source term of the generalized axisymmetric
equations.

A sketch of a typical axisymmetric body is shown in Figure la.
In order to determine the circumfer-

z Y. _ential variation of typical flow andA;

- geometric parameters, we first
Y establish correspondence between the

inertial Cartesian coordinates (xvz)
" mOJECT!E-7"YPE BCY X = CNSr. PLANE

(to which the dependent variables are
referenced), the natural inertial
cylindrical coordinates (x,¢,R), and
the transformed variables (,,r.).
The choice of the independentrvbvariables F, q, r is restricted, as

:;N57 'LANt shown in Figure Ic, insofar as n must

vary as C, i.e., ¢ = Cr (where C is a
O-:2 , :L- constant). From the views shown in

Figure 1, the relationship between the
coordinate sYstems are observed to be

¢ = Cn

x = x( ,r,, )

(4)

V = R( , , Ios

where ¢ = ('r() and the Cartesian and cylindrical coordinates are
related in the usual way. Note that x and R are general functions of
only , r, and T.

Evaluating the metric terms given the above assumptions and
substituting in FEquation (1) the resulting thin-laver generalized
axisymmetric equationsy

) can be written as

T; ( +  'Ll  +  G) .(  +  If Re 1 ; S (

where
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0

0

it = .- R (VR(U-%t ) + R (W- t)I (6)

-pVR T (V-n t ) - p/(R T)

0

is the resultant source term which has replaced D F of Equation (1)
TI

Equation (5) contains only two spatial derivatives but does
retain all three momentum equations thus allowing a degree of generality
over the standard axisymimetric equations. In particular, the
circumferential velocity is not assumed to be zero allowing then
computations for spinning projectiles or swirl flow to be accomplished.

The numberica l algorithin used for both equations (1) and (5)
is a fully implicit, approxiia;ely factored finite difference scheme as
analyzed by Beam and Warming The algorithm for Equation (1)
written in the delta form is

(I + 1h6. - )1 V )(1 + h6 B" -c 1 V VJ)x

(I + ,1- C..J J V i) --lq (I

:11 (q 1 q ^n

(' 6 n + ,( G Re n

i:.V [(V . -  + (V TV + (V V

where the ,'s are central difference operators, A and V are forward or
backward di 'tCrFerence operators; h = At corresponds to Euler implicit
fi rst-order and h _, At/2 to trapezoidal second-order time accuracy.
The scheme can he first oi. second order accurate in time and second or
fourth order accurate in space. A similar algorithm can be written for
Fqulatioll (5) ;is
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(I + h%6A - 1
1 V V J)(I + h6 ( - EI

J  V J

hne 16 flM ^11 11n+1hRe=16 J - I nI J )  × (q - q -At(6 n + £n (8)

-Re- 1 6 Csn)-AtH EJ-li(V)IJ[I

Notice that the second factored terms of E'quation (7) has been reduced

to the term Atlin and appears on the right hand side of Equation (8).
The details of the numerical method, algorithm and boundary conditions
for each formulation can be found in References (4) and (5) respectively.

I1I. MODEL GEOMETRY AND EXPERIMENTAL MEASUREMENTS

The ogive-cylinder boattail shape used for this study closely
resembles a modern low-drag artillery projectile and can be seen in the
pressure coefficient plot of Figure 2. The model has a three caliber ri
ogive, a two caliber cylinder, and a one caliber 7-degree boattail;
the model length is 343mm and the diameter is 57.2mm.

Several wind tunnel experiments have been conducted for this
model geometry in order to obtain data for comparison to numerical
computations. Experimental data used for comparison in this study are
boundary layer profile measurements obtained at the Naval Surface
Weapons Center (NSWC), White Oak Laboratory and surface pressure
measurements obtained at the NASA Langley Research Center.

Boundary layer data were obtained in the NSI'C Tunnel No. 2
which has an open jet test section with a nozzle exit size of
40.6 x 40.6 cm. Data were acquired at Mach = 0.908 with a supply
pressure of one atmosphere and a supply temperature of approx;matelv
320*K; these conditions give a Reynolds number of 4.5 x 106 based on
model length. The NSWC Laser Velocimeter used to measure the boundary
layer velocities is commonly referred to as a forward scatter.
differential Doppler or "fringe" system and is described in Reference
(9). Previous boundary layer measurements at Mach = 3.0 obtained by
both laser velocimeter and by impact probe measurements showed good
agreement. The present Mach = 0.908 profiles, however were not as
consistently smooth and uniform as the Mach 3 profiles described in
Reference (10).
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Surface pressure measurements were obtained in the NASA
Langley 8 ft Pressure Tunnel with supply pressures and temperatures of
one atmosphere and 320 0 K respectively. The model was instrumented
with pressure taps at 15 longitudinal stations. Data were acquired
at Mach numbers of 0.91 to 1.20, angles of attack from 0 to 10 degrees,
and for circumferencial positions by rolling the model in 22.5 degree
increments.

IV. COMPARISONS BETWEEN COMPUTATION AND EXPERIMENT

Computations have been obtained on the same secant-ogive-
cylinder boattail (SOCBT) shape used for the experiment. The 3-D
Navier-Stokes equations were used for a > 00 and the generalized
axisymmetric formulation for a = 00. Computational results have been
obtained for a ring airfoil shape which show an interesting shock
pattern being developed as a function of Mach number.

a. Secant-Ogive-Cylinder-Boattail, a = 00

A computational finite difference mesh of 78 longitudinal
points by S0 normal points were used for these calculations. For the
experimental test condition of Mach = 0.908 the surface pressure
coefficient, C is shown as a function of axial position in Figure 2.

The computational results,
%.'°* indicated bv the solid line are

..-.,,t3 , , shown to be in good agreement with
E i04! the experimental results. The flow

exiinsion (decrease in C and

-C.a. Isubsequent shock (increase in C

0cani he ,;evil occurring near the
-0.4' tl ose-tylinder and cylinder-boattail

j 1111ct ions. An accurate ComputationAof tle pressure distribution is

"important since it is the

si integration of surface pressures
-, which are primarily used to

u determine the aerodynamic
'- R CXP,,:, NTFA, Io ..(O-CAL 1W,,IS.I 'F ,uFA'F ,.,_,o, coeffi c i ent s.

Increasing the Mach nuinbl r t o M = 0 .9( (Figure 3) shows the
movement of shock position, which is typical of transonic flow.
Again the experiment and comput ations show good agreement with the
exception of the boattail region. This discrepancy is attributed to
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inadequate grid resolution in the vicinity of the shock. A more
detailed look at the computed shock position can be seen in Figure 4
(above) where Mach contours have been plotted. The coalesence of the
Mach lines represent the position of the shock and regions of subsonic
and supersonic flow are identified.

The accurate determination of aerodynamic coefficients is
extremely important throughout the transonic regime since the

magnitude of the coefficients can change by as much as 100% in this
area. A series of computations were obtained from M = 0.8 through
M = 1.1 and the surface pressures were integrated to determine the
aerodynamic wave drag. The results are shown in Figure 5 together with

the experimental data. Excellent
agreement is shown for both the

- drag rise and magnitude of the
x 0 zero yaw drag, C'1) in the

0 0
0.1XX critical Mach number regime.

10.1 o

0 IIPUIMiI

x i VItR STMicS

xx
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The dynamic stability of shell is one area of concern when
designing new shell or modifying existing ones. The Magnus moment,
which affects the dynamic stability, is a viscous phenomena. Therefore
an accurate representation of the viscous portion of the flow field is
crucial to computing the Magnus moment. As an initial attempt to look
at the boundary layer in transonic flow, with its associated shock
interaction, computations were performed at NI = 0.908, a = 00 and
comparison of computational velocity profiles with experimental profiles
were made; an example of this comparison is shown in Figure 6. The

Navier-Stokes result is the
,I- * solid line and the circles are

1 .Qthe experimental results.I ,. ,.S.,0,t Although the computational and
- E EI,*,0N experimental velocity profiles
. ,' .... T" I are not in particularly good

1 agreement, the shape of the
computed profiles is seen to be

" characteristic of a turbulent
/,o boundary layer. A power law

Svelocity profile, characteristic

of turbulent flow, is included41 .- '"°1for comparison.

0.0 l 2 0.4 0.8 - . I vra

F4j~ fL C:7 FILES 4T 110 . 4 U4

b. Secant-Ogive Cylinder Boattail, a = 2'

A new finite difference mesh consisting of 60 longitudinal
points , 28 normal points and 20 points in the circunferential
direction was designed for computations at angle of attack. Clustering
of the longitudinal points was maintained in the vicinity of the
expansion similar to the a = 00 cases. The computed leeward ( = 00)

surface pressure coefficients, as a function of longitudinal position
are shown in Figure 7 compared to the experimental results. The
computed results are shown to follow the same trend as the experimental
data. The agreement in the vicinity of both expansions is quite good
but falls off on the cylinder and boattail. A major problem in running
5-) computation; i s thc I rlc number of grid points required for
adequate reso I(t lol. Iacreas i ng the number of longitudinal points, similar
to the amount used for ,t = 0' (78 points) should result in better
agre2ment6
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c. Hollow Projectile, a = 0'

Of current interest in shell design is the utili:ation of
hollow projectiles which have the characteristic of "flat" trajectories.
A shape of this type, known as the ring airfoil, has been type
classified and is currently used as an anti riot device. In order io
demonstrate the general geometry capabilities of tile Navier-Stokes codes,
computations were performed for a ring airfoil shape at a = 00. A
cross section of the actual shape is shown at the bottom of the C plotp
of Figure 8a. Inviscid results are presented in Figures 8a, b, c and d
for M = 0.4, 0.7, 0.8 and 0.9. In all cases the pressure distribution
is plotted for the internal and external surfaces using a solid line
and dashed line respectively.
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The critical pressure coefficient, C * is the value of theSp

pressure coefficient at sonic velocity. The flow velocity in regions

with pressure greater than C * is subsonic and in regions where the
p

pressure is less than C * the flow is supersonic. For M = 0.4P

(Figure 8a), all values of C are greater than C * indicating the flowP P

over both the internal and external surfaces is subsonic. However, as

the Mach number is increased to 0.7, the upper surface is shown to
develop supersonic flow and a shock wave while the internal flow
remains subsonic. Increasing the Mach number still further to M = 0.8,
the shock waves are now seen to exist on both the external and internal
surfaces. A final solution at M = 0.9 shows that the shock wave has
moved to the trailing edge indicating supersonic flow over most of the

internal aid external surfaces.

V. SUMMARY

Implicit finite difference methods have been used to solve

the thin-layer Navier-Stokes equations. Both the three-dimensional and
generalized axisymmetric equations have been presented and solutions of
the flow field about projectile shapes have been obtained.

The computed surface pressure coefficients on the ogive-
cylinder-boattail projectile were found to be in excellent agreement

with the experimental data for a = 0'. The generalized axisymmetric

equations used for these computations are similar to the 2-D equations

and thus have no severe limitation on the number of mesh points

required for a good solution.

Computations for the same projectile shape at a = 20, using
the 3-I) equations, show good agreement with the experimental data.
Computational experimentation indicate that improved agreement could be
obtained with increased grid resolution.

Computations of the viscous boundary layer indicate the
correct trend for a turbulent velocity profile which is critical to I
the determination of Magnus moment. Additional experimental velocity

profiles are required to fully access the accuracy of the Navier-Stokes
comLputations in the viscous region.

1he general i cometry capability of the numerical scheme was

demonstrated by solving the inviscid flow field about a ring airfoil
project i le. The ahiity t o computu in reg ions of pure subsonic flow
and mixed subsonicisupe rsonic flow has beci dcimon strated.
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INTRODUCTION

Laser rangefinder-designators have been developed for use in
various military operational environments. In a typical engagement,
the rangefinder-designator is located at a known position over-
looking the target coordinates. A laser-seeking missile or
artillery round is fired at these coordinates. During the last
several seconds of projectile flight time, the laser beam is
directed to the target and the projectile is guided toward the
reflected laser radiation.

In a tactical scenario, an enemy tank which is capable of
sensing the laser irradiation, will turn and fire at the laser

designator operator. Blast effects (flash/noise, over-pressure,
dust, debris) and/or the psychological threat of the taiik's response
could disrupt the designator operators performance to the extent
that the missile or artillery projectile may miss its designated
target. The U.S. Army is presently planning to train laser
designator operators. Additional information is needed regarding

environmental effects on operator performance and individual
differences in performance capacities.

A field simulation laboratory has been constructed which will
facilitate the controlled investigation of factors which may in-

fluence laser designator operations. The primary objectives in
developing this laboratory were to obtain accurate low-cost on-lIine
assessment of pursuit tracking performance tinder conditions where
experimental variables could be precisely control Led. An ;ittempt
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was made to reproduce, in the laboratory, some of the conditions
encountered in a field situation. The scenario which has been
implemented consists of a sandbag bunker, desert terrain model, a
viscous-mounted laser designator, scale-model targets, and a
central control room.

Data have been collected in this simulator for comparison

with normative data obtained under field conditions. During these
studies, the effects of training, target angular velocity, and
ambient lighting conditions were investigated. The results of
these studies will be presented.

METHODS

Bunker. The sandbag bunker, which is consistent in design
and construction to standard bunkers (1), is used to control the
soldiers' working environment and to provide a degree of isolationj

from distractions occurring elsewhere in the laboratory. Light
levels within the bunker are continuously adjustable by means ofI
a solid-state controller located outside the bunker. The viewing

port of the bunker opens into a large cone which restricts the
view so that only the terrain model is visible from inside the
bunker. The occupant's view of the terrain is further restricted
to whaL one can see through the optics of the designator device.

The inside of the bunker is equipped with near infrared light
sources and an infrared television (TV) to monitor the inside of the
bunker under all lighting conditions. The bunker also contains
overhead speakers which can be used to provide sound effects
(e.g., blast effects of incoming projectiles). Two-way communication
with the control room is provided. An instrumentation interface is
provided to enable complete physiological monitoring of the
occupant(s) of the bunker.

Terrain Model. The present terrain model (Fig 1) represents
a desert environment but may be modified to simulate other opera-
tional environments. The terrain model is 6 m wide and 4.8 m deep.
The near portion of the terrain begins 1.5 m in front of the outside
wall of the bunker. The platform supporting the terrain model has
been elevited to a position slightly below the level of the bunker
view port. An observer inside the bunker is, therefore, provided
with a low-angle view of the terrain.

A dry river bed and several small hills are included as part
of the natural features. The use of scaled landscape features was
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avoided during terrain construction. Thus, targets of various

scales may be employed without extensive modification of the terrain.

iguri 1. Scalc modcl tank and simulatcd descrt terrain.

Laser Designator. The optical tracking device was designed to
reproduce the characteristics of a laser designator but does not

include an active laser device. A unity power scanning scope is
mounted in a fabricated metal box, which is affixed to a
500,000 centistoke viscous-damped traversing unit (Model 50 fluid
head, O'Connor Engineering Laboratories). The damping character-
istics of the mount can be adjusted to equal those of traversing
units which are currently being considered for field deployment.
Two rear-mounted handles (approximately shoulder-width apart) are
used to aim the designator. The relatively close proximity of the
target to the designator also requires that the mechanical response
of the device be adjusted so that the effects of angular displacement
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during tracking are matched to the simulated distances. A unique

optical and mechanical compensating system was developed for this

purpose. A 13-to-i amplification of vertical and horizontal

motion is obtained through use of levers which are linked to a

moveable mirror located in the optical axis of the scanning scope.
The line-of-sight rotates 13 times as fast as the mechanical rotation
of the designator axis to simulate a 13-power optical system. This
will provide the correct relationship between operator movement and

displacement of the scope crosshairs on the target for any simulated
engagement distance. The tracking device also contains an integral

television camera. The camera line-of-sight is made colinear with
the operator's line-of-sight by a dichroic mirror which reflects the
far red spectrum to the camera and denies it from the operator's

view. The output of the camera is used to provide a remote moni-

toring of the operator's field of view during tracking. These data
are digitally processed to obtain tracking performance data. A

strobe unit mounted in the optical train permits flash-effects
studies to be performed.

Targets. The targets are scale-model tanks, available in
1/16 (Fig 1), 1/25, and 1/35 scale. Through appropriate selection

of target scale and power of the designator simulator viewing optics,

it has been possible to simulate various engagement ranges. The

simulated range to the target is given by the expression:

Mr

R=
mS

where,

R = range to be simulated in meters

M = power of the viewing optics _f the designator
to be simulated, i.e., 13 for this system

r = range to tank model in meters
m = power of the designator simulator optics

S = scale of the tank model

If one assumes that unity power optics are used in the simulator and
that the target is located 5 m from the designator, then the simulated
engagement distances are 1.040 km (1/16 scale), 1.625 km (1/25 scale),

and 2.275 km (1/35 scale).

Control and Data Acquisition. A central control room contains
the TV monitors, data acquisition and recording instruments, and

computer equipment. The TV monitors are used for observing the laser
designator operator, to observe the target and terrain model, and to
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monitor the view obtained through the designator optics. A Heath H8

microcomputer is used to manipulate experimental conditions, to

control target movement, and to provide acquisition and analysis of

performance data. The H8 is equipped with a dual-drive floppy disk

system, and a specially designed interface board which processes

tracking performance data. Summaries of operator performance data

are provided on-line by the computer and permanent records are stored
on floppy disks. Statistical summaries are written to a lineprinter
at the end of each tracking trial. Automation of the simulation in-
creases system flexibility and efficiency and allows the collection
and processing of large amounts of data at relatively low cost. As
a result, many experiments can be conducted in a relatively short
period of time.

Horizontal and vertical error amplitude data are derived from
the video output of the TV camera housed within the designator.
Processing of the video signal to obtain error data is simplified

by providing a red light emitting diode (LED) as a point source of
light on the target. This source is readily detected by the TV

camera while entirely invisible to the designator operator. When
the ratio of target spot to ambient illumination is sufficiently
high, it is relatively easy to adjust the monitor sensitivity
controls to obtain a single point corresponding to the target spot.
Error amplitudes are measured as a deviation of the target spot
from a point on the monitor display corresponding to the optical
axis of the designator camera.

Inexpensive methods have been developed for automatically
detecting high contrast targets which are present in video signal
channels (2,3). In the simulator, this is accomplished by using
the following procedures. First, a vertical position counter circuit

is reset to zero whenever the camera vertical synchronization pulse
is detected. This event corresponds to the initiation of the firt
of a new series of horizontal scans by the camera. Each line
occupies a unique vertical position within the series of horizontal
lines which make up the picture. A separate horizontal position

counter is triggered whenever a horizontal synchronization pulse is
encountered. This event coincides with the beginning of each let t-
to-right scan of the camera. Within a horizontal scan, each
element of the picture is associated with a unique time l Ie laV. A
threshold circuit is adjusted to switch on whenever the relaitive' v
bright target spot is detected by the camera electronics. At the
same time, the cumulative vertical (line number) and hJlrizuuJtal
(elapsed time) counts are saved for further processin,. With this
method, error amplitude values may be obtained aIt a rate ,lt 1ip to
60 observations per second. The resulting time s e esf error
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observations may be subjected to statistical analysis in the time
or frequency domain. The stored horizontal and vertical counts are
algebraically compared with the predetermined values corresponding
to the optical axis of the designator in order to obtain separate
horizontal and vertical error scores. The series of aiming error
observations obtained during tracking trial are processed on-line
to obtain estimates of the mean errors, root mean square (RMS)
errors, the temporal location and magnitudes of maximum errors, and
a percent time-on-target (TOT) score. The relatively simple TOT
scores are derived by comparing the values of the pairs of vertical
and horizontal observations against boundary values stored by the
computer. The sensitivity of the TOT scores to tracking error can
be changed by reprogramming the boundary conditions. The quantita-
tively superior (4,5) RMS error scores are emphasized as the primary
criteria of tracking proficiency. The relatively less sensitive TOT
scores are mainly used to provide trial-by-trial feedback to the
operator. Within 30 sec of the end of each trial, a complete summary
of performance data is presented on the control room operator's video
terminal. Summary data are also written to a lineprinter. The
complete records of digitized horizontal and vertical aiming errors
are also recorded on floppy disk.

Validation Study

Subjects. The participants were 12 U. S. Army volunteers,
11 enlisted men and I officer. All volunteers received an extensive
eye examination and visual function evaluation to determine accepta-
bility. All individuals were emmetropic. The ages of the partici-
pants ranged from 22 to 38 years. None of the volunteers had
received previous training in use of a v iscous-mounted laser-
designator type tracking device.

Simulator. In the present experiment, the body of an Athearn HO
model train engine was removed I ron the engine and frame and replaced
with a Leopard A4 1/35 plastic scale model tank chassis. This target
was mounted on a train track positioned in an arc 5.1 meters from the
laser designator mount. Power to the track wais provided bv three
model train transformers through a multipos ition switch that allowed
for rapid change among the three velocities that were used. The
velocities were 2.5, 5.0, and 7.5 mrad/sec (at the simulated 2275 11
engagement distance these velocities were approximate]v equal to
it.2, 22.4, and 33.6 mph). The model was equipped with a clearl v
visible aiming point, whiici consisted of a round bkick bullseve
located at the center of a square whito field. The target patch,
as viewed through the des i,;aitor optics, subteTnded a1 visll] ang'le ol

3(6,



*O'MARA, STAMPER, BEATRICE, & LUND

5.3 mrad. The corresponding traversing angle (the angular displace-
ment of the designator when sweeping across the target) was
0.407 mrad.

The average terrain luminance, measured from the position of
the designator objective lens, was 170 im/m 2sr. The luminance
reaching the eye was attenuated by the designator optics, which
had a luminous transmittance of 10%. Low terrain luminance
conditions were simulated by inserting a 2.5 OD neutral density
attenuator in the designator optics but not in the TV camera line-
of-sight. The apparent terrain luminance was thereby reduced to

0.54 lm/m 2 sr. No light from the terrain passed into the bunker
other than through the designator optics. The bunker light was
turned off during the low-light tracking trials.

Procedure. When each soldier was asked to participate in the
experiment, the nature of the research and all of the procedures

were carefully explained and a volunteer consent statement was
signed. An eye examination was given which included the Armed Forces
Visual Acuity Test, Farnsworth Munsell 100-hue Color Vision Test, a
dark adaptation test, undilated funduscopic examination, and a

visual history. The color vision, acuity, and funduscopic examina-
tion were repeated after the experimental phase of the project. No
test of oculomotor function was performed.

Each volunteer was given 30 training trials/day under the bright-

light condition for 3 days (sessions 1, 2, and 3). During these

sessions, 15 of the trials were run at 5.0 mrad/sec and 15 at
7.5 mrad/sec velocity.

Following the 90 training trials, 90 experimental trials were

run (30 trials/day) that included 10 trials at each of three veloci-
ties (2.5, 5.0, and 7.5 mrad/sec). Each group of 10 trials were
again divided such that 5 trials were performed under the bright-

light condition and 5 under the low-light condition. The 15 trills
under each light condition were combined, but tile two light condi-
tions were separated by a 10-minute rest period between trials

15 and 16. Five of the participants received the dark trials first

and 7 received their light trials first. During the next two ses-

sions, the order of the light/low-light conditions for each group

was reversed from the previous day. The experimental sessions (i.e.,

4, 5, and 6) were completed during the same 5-day work-week.

At the beginning of a session, the participant was seated in

the bunker on sandbags which were adjusted for individual hei'hts.

If the first 15 trials were dark trials, the bunker light was turned

off for 10 minutes to allow for partial dark adaptation to the
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semi-darkened room. Following this, or if no dark adaptation was

required (i.e., during the bright-light trials), at the command
"ready" they would center the crosshairs of the designator on the

target. At the command "go" the tank would begin an immediate

right-to-left or left-to-right movement across the terrain. The

total time of the track ranged from 10 to 12 seconds. Each trial

was followed by a minimum delay of one minute, during which time the

performance data were processed and summarized. Following this, the

next trial would begin in the opposite direction.

Statistical Analyses. Separate analyses of variance (ANOVA)

were computed for the analysis of the learning curve of the per-

formance scores, including both RMS error and TOT scores, across
all six sessions. For the evaluation of speed and light effects,

horizontal RMS error and TOT scores for sessions 4, 5, and 6 (i.e.,

the experimental sessions) were also analyzed with separate ANOVA.

The ANOVA were performed using Biomedical Computer Programs BMD-P2V

for multifactorial mixed designs (6). The specific post hoc com-

parisons of significant findings were made using Newman-Keuls Tests

(7). The 0.05 level was used for determining significances.

RESULTS AND DISCUSSION

Detailed summaries of the results of an evaluation of the

microcomputer-controlled tracking error system, and the results of

the tracking performace validation study, have been presented

elsewhere (3,8). A brief summary of the results of the analyses

of the horizontal RMS error data will be presented.

The effects of training on performance (Fig 2) across the three

training sessions (1, 2, and 3) and the three experimental sessions

(4, 5, and 6) are illustrated in Figure 2. These data were obtained

during the bright-light condition only. The scores were the within

session means (R) of the 5.0 mrad/sec and the 7.5 mrad/sec velocity

trials. The results of the ANOVA of the RMS error scores for the

5.0 and 7.5 mrad velocities indicated that there were significant

repeated measure effects for both velocities. The post hoc compari-

sons showed, in general, a statistically significant imp :,ement in

performance when sessions 1 and 2 were compared with 3, 4, 5, and 6.

However, with both velocities, despite the slight observable trend

for continued improvement, no statistically significant differences

were found when comparing the sessions subsequent to session 3.

The means and standard errors of the means (SEM) of the X-axis and

Y-axis RMS error data obtained during the last day of training were

then compared to normative data provided by the U.S. Army Human

Engineering Laboratory (9) (Fig 3). In this figure, the plotted

boundary curve represents the ranges of tracking errors which would
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be expected when using the current generation of lightweight,
viscous-damped tracking devices under field conditions. The plotted
group means + 2 SEM obtained during this study fall near the lower
limits ot the predicted range of tracking errors. The re]ativelv
precise tracking performance exhibited by participants in the
laboratory study might be due to the less demanding environmuntil
conditions (no wind, et-.), the degree of training received by the
subjects in this study, aind the mechanical characteristics of
laboratory designuntor viscous mount,
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VIgure 3. Prcdlicted and observed tracking performaince using tle .ihoratorn stmulator.
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The group mean horizontal RMS error scores obtained during
sessions 4, 5, and 6 are presented in Figure 4. The results of the
ANOVA of these data indicated that the effects of ambient light

level, angular velocity sessions, and the interaction of angular
velocity with light level were all significant. The post hoc com-
parisons of the differences between the bright-light and low-light
conditions, at all velocities, during each session were significant.
When specific comparisons of the velocity conditions were made, all
2.5 to 7.5 mrad/sec comparisons were significant. Additionally,
5 of the six 2.5 to 5.0 mrad/sec and 5.0 to 7.5 mrad/sec comparisons
under the low-light condition were significant. However, under the
bright-light conditions only 2 of these 6 comparisons were signifi-
cant. Finally, the significant three-way interaction between ses-
sions, light level, and target velocity can likely be attributed to
changes in performance under the low-light conditions when tracking

at the 2.5 and 7.5 mrad/sec velocities during these 3 sessions. The
difference in horizontal RMS error between the bright-light and low-

light condition was approximately 0.05 mrad at the 2.5 mrad/sec
velocity, but increased to approximately 0.09 mrad for the 5.0 and
7.5 mrad/sec velocity conditions. The post hoc comparisons of
these data, however, indicated that ambient light levels produced

significant effects only for the 7.5 mrad/sec target velocity.
The significant interaction of light level with angular velocity
indicated that not only did error scores increase as velocity in-
creased from 2.5 to 7.5 mrad/sec, but that this effect was even

greater for 5.0 and 7.5 mrad/sec velocities under the low-light
condition. The added difficulty of tracking under reduced illumi-

nation and the partial adaptation noted for the 7.5 mrad/sec

velocity across the three experimental sessions emphasize the need
to provide laser-designator operators with training under reduced

illumination conditions.

PRESENT AND FUTURE RESEARCH

The simulator is now being used to study the effects of
stroboscopic flashes on tracking performance. Flashes are pre-

sented alone or in combination with evasive target maneuvers while
the operator tracks targets under bright or low-light viewing con-
ditions. The results of these experiments indicate that such flashes

are extremely disruptive. Future studies of countermeasures will
use more complex stimuli (combined flash, noise, vibration, and
target obscuration) and will include measures of the physiological

response of the operator to these stressful conditions. The

tracking performance of operators using various laser protective

materials will also be studied in the simulation laboratory.
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CONCI.'S IONS

The results of the preliminary studies indicate that the
tracking performance data obtained with the use of tho laboratory
laser designator simulator are consistent with those obtained
under field conditions in which prototype viscous-mounted laser
designator devices are used. The methods and results outlined in

this report demonstrate the feasibility of using relatively inex-
pensive microcomputer, laser, and video electronic systems to study

human tracking performance in a laboratory situation where bio-
medical variables which influence soldier performance may be
monitored under precisely controlled conditions. The data

obtained through use of the simulator will be of value during

the selection and training of designator operators and will
provide information for use in developing means of protecting the
operator from the effects of hazardous environments.
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EFFECTS OF LOW POWER MICROW AVES ON THE LOCAL
CEREBRAL BLOOD FLO'.% OF CONSCIOUS RATS

KENNETH .1. OSCAR, Ph.D.
US ARMY MOBILITY EQUIPMENT RESEARCH AND DEVELOPME:NT CO>P'AND

FORT BELVOIR, VIRGINIA 22060

Background

Camouflage, dcoy and ci ectept~ion teclii quw5can CI T)11\ a cio.cc is i vt

role on the modern battlefield. The rap id aidvance of surve illlancu,
targeting and weapons homing sensor technolog\y now makes evcry. (I(,-
ment which is detercted almost assured of being dest roeud . Gii-loif 1lce,
decoy and deception equipment and t echniques-. ark, a low cost, way to
inc rease survivability and sh if t t hi s hal ance by reduacing the s i cna-
ture of targets (camouflage), in01sic i Coa r It cvi o1 t1u
background (c lutter), c reat- i ng false t arpeI-t (decoy) an11d ds tort inIIg
the perceived target valiu(e c -

One decoy and decept ion r-n ;aiccniee
to remotely create the percept ii - ila thic hea':ds of prone
by exposing them to low io i rcv . Wen ptj iare
illuminated with properlIy modol 1,icrt'ae th( ena
tion is reported as a ha17Zzill), (' i( i or- hsigWihi see to
originate (regardless of the- 1) cit ionl inl the fild1) Wi tinl
or just behind the head (1). T'I' es-n occurs aIt average, powe'r
densities as low as micrownt ts pe r squaire tecnt imt er with ea,'rr
frequencies from 0.4 to 3.0 (Iz. 10" prope(r -ho iee of pl se eua.r.1-
teristics, intelligible speech may be create d. fo(re' this teehn Iipukie
may he extended and used for milit tarv ippliciations, In under-staInding
of the basic principles must. he de(veloped(. Such ;nunerladlu is
not only required to opt ini zc tihe Ilse of tlie con~cept f -or -amuflag
decoy and deception operat ions hut is t-qa i red toa properiv ases
safety factors of such miucrowave exposure.
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Under MERAIDCOM' s In-ilouS. lanorALtorv Independent Research
(I I[R) Program an experimental effort to explore the basic interac-
tion between microwaves aind brain finction has been conducted. In
a joint program with MERAI)COM, St Alnord Research Institute (SRI)
and Walter Reed Army Instittte of Resealrch (WRAIR), it was shown for
the first time that lethaliLv, seisure-s and behavioral performance
decrements were stongiv frequencv and polarization dependent (2,3). A
later colaborat ion between MERADCOM and WRAIR dcmioust rated for the
first time increasls in tile different ial !:plake of saccharides to
water in sevcr:! bra in rt, gions of rats whlen exposed to low power
microwaves of the same characteristics which can create the percep-
tion of noise in people (4). These increases could be caused by
alterations of the blood-brain barrier, brain blood volume, cerebral
blood flow, or some combination of the above. In order to better de-
fine and understand these results a joint program was undertaken with

MERADCOM, Naval Medical Research Institute (NMRI) and the National
Institutes of Health (Nil) to measulre local cerebral blood flow in
conscious rats when exposed to low power, pulsed microwaves. It is
these experiments which will be reported here.

Introduction

Recent experiments indicating that low power microwaves may
affect brain activity and possibly alter central nervous system
function have caused wide spread concern regarding the safety of such
exposure. Seemingly conflicting experimental results, difficulties
in extrapollating animal findings to humans, problems of dosimetry,
and misunderstanding over what constitutes an effect versus a hazard
have created :a ontrover,.v in the area of microwave safety (5). Of
particular con'c,rn hIIAve been recent reports, from several different
laboratories (4, 0-1)), that low power microwaves may alter the per-
meabilitv Of tht bod-hr;inl barrier (1BB3). Several of the techni-
Outs (10,11) use'd to meta: rc IMB permeability depend on constant
blood flow dnri t, i'experiment . We now report for the first time
that microwave exiit- Incr.asos local cerebral blood flow (LCBF) in
the cons ciou vlt ie Inege;t that p eviously reported BBB permea-
bility 'hanees I' *, ci:. less in magnitude than originally indica-
t ed.

1)ev.lopment of th, in rivo 14 C-2- deoxyglucose technique (12,
13) as a mie-isire. of g,,]nose consumption and tile in vivo 14 C- iodoan-
t ipyrine t echniqu , (.4 ) a a meisur of IA&PV have resulted in experi-
ments (15) yielding,, convincing evidence that local blood flow is

regulated by the metaibolic activitv of that region. Further experi-

ments (16,17) have led to the demonstrat ion that brain functional

activity, sensory st imuilat ion, cereCbral temperal tre, biochemical
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balance, blood volume, metabolism, BBB permeability, and blood flow
are coupled. Microwave exposure has been experimentally shown to
affect all of these parameters except LCBF. Humans and small animals
can perceive microwaves as auditory sensations (18). Microwave and
very high frequency (VHF) energy have influenced spontaneous and
conditioned electroencephalographic patterns in cats, rabbits, and
rats (19-21). Low-level pulsed and continuous wave (CW) microwaves
have altered glucose consumption in the auditory structures of rat
brain (22). Low intensity microwaves have caused thyroid suppression
and adrenomdullary activation (23). Microwaves have also been repor-
ted to affect behavior (24-28), neurotransmitter levels (29), BBB per-
meability (4,6-9) cerebral calcium efflux (30,31) and behavioral base-
lines to pharmacological agents (32). It seemed a reasonable hypo-
thesis then that microwaves would alter brain blood flow. If so, the
measurement of LCBF in the conscious animal would provide a valuable
technique to map the regional influence of microwaves and lead to a
better understanding of microwave safety factors and general brain
function.

Materials and Methods

In 1955 the first method (33,34) for quantitative determina-
tion of the rates of blood flow in discrete brain structures was
reported; the method employed the radioactive gas tracer 13 1I-trifluo-
riodomethane along with the principles of inert gas exchange. This
radioactive gas was chosen because diffusional equilibrium between

brain and blood is established almost instantaneously when it is ad-
ministered. Two technical problems are encountered in the use of this
technique of a volatile gas tracer: short half life and difficult

assay. To overcome these problems, investigators have used 14C-anti-
pyrine as a nongaseous tracer; however, it provides values of local
cerebral blood flow that are considerably below those obtained with
radioactive gases (35,26). In addition, transfer of antipyrine from
blood to brain is limited by its comparatively low diffusion at the
cerebral vasculature. Recently, a new method has been developed that

uses 14C-iodoantipyrine and an audioradiographic assay (37). The 14C-

iodoantipyrine has a higher oil/water partition coefficient than
14C-antipyrine, is more permeable at the cerbrovasculature, and pro-
vides values of local cerebral blood flow that are comparable to those

obtained with 13 1I-trifluoriodomethane.

The present blood flow experiments were performed with
14 C-iodoantipyrine measured by brain homogenization and liquid scintil-

lation counting (38). Although scintillation counting does not give

the structural resolution of audioradiography and densitometry, it is

repeatable, fast, quantitative, and technically easier. Male Wistar
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rats from the Walter Reed colony were provided food and water ad libi-
tum until they had grown to a body weight of 2 50-320g. All animals
were prepared for the experiments by insertion of polyethylene cathe-

ters into one femoral artery and vein under sodium pentobarbital (35
mg/Kg, i.p.) an2sthesia. After surgical preparation, the hindquarters
were wrapped in a loose-fitting plaster cast and secured to a styro-
foam block. The animals were allowed to recover from anethesia for
4 hours or more before the experiment. Conscious rats could freely
move their forequarters, head and neck, and appeared comfortable.

The rats were selected randomly and individually exposed for

5, 30, or 60 minutes to sham irradiation (control) or for 5, 15, 30,
45, or 60 minutes to pulsed microwaves of 15mW/cm average power

density. A microwave anechoic chamber (2m wide by 3m high by 3m long)
maintained at 23+ 20C was used for exposure. This chamber also aided

in the reduction and standardization of possible background noise
stimulation. All microwave exposures were at a frequency of 2.8 gHz,
a pulse rate of 500 pps, and a pulse width 211 sec. Exposures were
produced by a 40KW pulsed microwave generator (Applied Microwave Lab.,
PH40) coupled to a standard gain horn. The field intensity was
measured with a field intensity meter (National Bureau of Standards)
and an isotropic radiation monitor (Narda Model-8300). Overall
accuracy of reported average power density measurements is estimated
to be better than + 25%.

Within 5 min after sham or microwave exposure, the catheter

in the femoral vein was connected to a 5-ml syringe, which was mounted
in a constant-flow pump (model 31, Sage Instruments) and set to de-
liver at a rate of 0.78 ml min - The femoral vein was then infused
for 50 s with isotonic saline containing 5pC/ml of 14C-iodoantipvrine
(New England Nuclear, specific activity = 50 mC/mmol). Periodically
during infusion, 201l samples of arterial blood were collected into
heparinized vials. The rats were decapitated 50 seconds after infu-
sion. Brain regions were dissected out according to the method of
Chiueh et al, (39,40) placed in tared scintillation vials, and weighed.

The tissue and whole blood samples were dissolved and subjected to
routine liquid scintillation counting (Beckman, LS-9000).

Local cerebral blood flow, F, was calculated from the equation
first derived by Kety (33,34):

Cbrain (T) = mF Cblood (t) emF

0
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where Cbrain (T) equals the tracer concentration (dpm/g) in the brain
parenchyma (excluding intravascular concentration) at time T; m is a
constant between 0 and 1 that represents the extent to which diffu-
sional equilibrium between the tissue and blood is reached (for
iodoantipyrine m=l); Cblood (t) equals the tracer concentration (dpm/
ml) in the arterial blood as a function of time; X equals the steady
state, tissue: blood partition co-efficient (0.8 for iodoantipyrine);
t equals the variable time; and T equals the time from initial infu-
sion to decapitation. Cbrain (t), which represents intraparenchymal
brain concentration of tracer, was obtained by subtracting intravascu-
lar from net regional radioactivity when the former quantity was
taken as the product of regional blood volume and blood concentrate
at time T.

Results and Discussion

The results of the present study indicate that low-power
pulsed microwave exposure increases the LCBF in the conscious rat.
By 60 minutes of exposure, the blood flow in all 17 brain regions
sampled increased a minimum Of 39% with many increasing well over
100%. The calculated values of blood flow for all exposures are
presented in Table 1. The LCBF values for the control animals sub-
jected to either 5, 30 or 60 minutes of sham exposure were unchanged
and are combined in the table. In six regions both the left and
right brain structures were individually sampled. No left right
differences were observed, and after statistical testing these data
were pooled and denoted as " P " in the table. The first brain re-
gion affected, after only 5 minutes of microwave exposure, was the
inferior colliculus. The largest blood flow increases occurred after
60 minutes of microwave exposure and were in the pineal, pituitary,
temporal cortex, inferior colliculus, lateral geniculate, medial
geniculate.

The LCBF values of the control animals varied from 0.86 to
1.84 cm3g-l min-1 and are in close agreement with those in the recent
literature. In the conscious rat, the values of LCBF are higher in the
visual, auditory, and sensorimotor areas due to normal external stimu-
lation of these systems. The increased LCBF values after short time
microwave exposure, 5 to 30 minutes, occurred in these same sensory
regions and suggest along with experiments of Wislon et al (22) indi-
cating microwave induced glucose consumption changes in these re-
gions, that microwaves are increasing the metabolic activity through
direct or indirect excitation of brain tissue. After longer microwave
exposure, 60 minutes, all the sampled brain regions displayed large
LCBF increases of a magnitude which suggest a gross alteration of
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brain function due possibly to stress from microwave induced tempera-
ture rise, fatigue, brain stimulation, biochemical imbalance, neitro-
transmitter release, etc.

One area impacted by these results is the selection of
techniques to quantitatively measure the affects of microwaves on
BBB permeability. The dual indicator techniques of Oldendorf or
Crone use either highly diffusible or relatively non diffusible inter-
nal standards and rely on constant circulatory flux during the
experiment. Most previous studies reporting BBB permeability changes
due to microwave exposure used protein bound markers and observation
with optical, fluorescent, or electron microscopy. The one study, (4),
reporting quantitative measurement of microwave induced BBB permea-
bility increases used the Oldendorf technique with tritiated water as
the internal standard. It has been subsequently found that water does
not freely equilibriate in the brain, and as cerbral blood flow
increases, water's diffusion is lowered, (44). Since the Oldendorf
technique measures the ratio of a test substance to the internal
standard, as blood flow increases and causes the brain tissue level
of water to decrease, the reported ratio measurements of BBB permea-
bility may be overly high. The small BBB permeability increases which
do seem to exist from microwave exposure, as evidenced by microscopy
studies, may be a secondary effect caused by microwave alterations of
blood flow, blood pressure, and/or blood vessel area.

Our present experiments demonstrating microwave induced
LCBF increases indicate an alteration of brain ictivity. The me-
chanism of this, and other mentioned microwave effects on brain func-
tion are unclear; direct or indirect stimulation of central or peri-
pheral receptors by microwave induced thermal, mechanical or electrical
disturbances are possibilities.
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MOLECULAR LEVEL MODELING OF THE MECHANISM OF
SHOCK INITIATION OF SOLID EXPLOSIVES (U)

F. J. oWENS, PH.D

US ARMY ARMAMENT RESEARCH & DEVELOPMENT COMMAND
LARGE CALIBER WEAPON SYSTEMS LABORATORY

ENERGETIC MATERIALS DIVISION

DOVER NJ 07801

INTRODUCTION: The ability to control the initiation of
explosives is essential to both military and civilian use of the
materials. Control in the past has been exercised by empirical
reformulation of composition in order to adjust sensitivity. There

is at present little fundamental understanding on the molecular level

of the phenomena of shock initiation, a situation which can only have
a detrimental effect on the possibility of attainment of finely con-

trollable insensitive high explosives.

Since explosion is a chemical reaction and because the

quantum theory has made abundantly clear that the reactive properties
of a material are determined by the vibrational and electronic struc-

ture of the constitutent molecules or atoms of the substance, under-

standing of initiation to detonation will only emerge by approaching
the problem on a fundamental molecular level. An important objective

of such an approach would be the establishment of a relationship
between the useful properties of explosives such as sensitivity and
yield and their molecular properties.

This work represents an attempt to consider on a fundmentaI
level how shock or impact can cause chemical reactions in certain
solids in order to gain insight into the factors which deterinine sen-

sitivity to explosion.

GENERAL MODEL: A detonation is a high rate, self-su-;taining

exothermic chemical reaction. One plausible model for the process
envisions the shock puilse breaking intrarmolteu1ar bonds of the coo-
st Ituent molecules of the so! (Iid explosive produc i ng roa, t i ve
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fragments such as radicals. Since this ster is endothermic, the
necessary exothermic reactions are viewed to be among the secondary
products created by the shock pulse. Detonation is achieved when a
sufficient number of these products are present in order that enough

energy is liberated to cause further reaction enabling the process to
become self-sustaining. The first evidence that the initial step is

endothermic and requires a build up of secondary products has previ-
ously been described by this author and collaborators (1,2). Solid
explosives were subjected to shock pulses less than necessary to

cause initiation to detonation and examined by electron paramagnetic

resonance and x-ray photoelectron spectroscopy. The results showed

definitively that a preliminary build up of radicals occurred and
specifically identified the bonds broken. In the case of triamino

trinitrobenzene (TATB) and 1,3,5 trinitro-l,3,5 triazacvclohexane
(RDX), NO 2  was severed from the ring of the molecule. In ammonium•+
nitrate (AN) the NH 4 ion was observed to decompose by shock.

This paper is concerned with understanding on a molectular
level how a shock pulse causes high rate chemical reactions in explo-

sive solids. There are two general ways a shock pulse can break a
bond of a molecule in a solid. One process can he characterized as

thermal, where the temperature generated by shock compression of
lattice is the parameter which determines the reaction. The lattice
heat is transferred to the molecules of the material causing bonds of

the molecules to break. More recently the idea has been considered
that the chemistry is a result of mechanical processes (3). Because
of abrupt changes in potential molecules are removed from their
lattice site colliding with nearest neighbors causing molecules to
dissociate. To some extent, as will be seen below, when specific

mechanisms are considered this distinction between thermal and
mechanical is artificial. Indeed examination of available macro-

scopic experimental data for secondary explosives suggests the
chemistry induced by the shock pulse is a result of heat generated by
shock compression. Inhomogeneous explosives, where the temperature
rise is greater for a given shock pressure, are much more sensitive
to shock than homogeneous single crystals. Also, as shown in

Figure 1, there is a correlation between impact sensil ivity and
thermal sensitivity. Thermal intiation of explosion is generally
understood in terms of the heat conduction equation

3 T
PC - = TV T Q N K (I)

T being temperature, C the specific heat, , the density, i thermal
conductivity, Q heat of reaction, and K r;ite of reaction. The solu-
tion of the equation predicts a time deliv, :, at given temperiture
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from the time the temperature is turned on to explosion. This delay
time depends on temperature.

T = CeE'/kT (2)

Numerous measurements of delay times have been recorded and the data
is described by equation (2). More recently delay times have been
measured after application of shock pulses needed to detonate single
crystals of RDX and PETN (4). This data is shown in Table I. These
delay times after application of shock are predicted from thermal
explosion theory by extrapolation of thermal delay time data
described by equation (2) to the temperatures calculated at the
critical shock pressure. This suggests that the reactions of shock
initiation are indeed the same as thermal initiation.

Table 1. Results of Measurement of Time to Detonation
After Application of Shock Pulse of Peak
Pressure Equal to Critical Pressure *in
Single Crystals of Explosive Solids

Critical Time to
Pressure Explosion

Explosive (Kbs) ( -1)

PETN 112 3 x 10-

RDX 170 1 x 10-6

Tetryl 150 1 x106

TNT 200 7 x107

*Ref 4

The activation energies for thermal initiation deduced from
equation (2) do not in general agree with activation energies
measured from slow thermal decomposition experiments indicating that
in the temperature regime of initiation different chemical reactions
may be dominant than at lower temperatures. This result is also true
of shock induced chemical reactions. Experiments in this laboratory
which have identified the hoods broken by shock have shown that
different hoods were broken in slow thermal decomposition (1,2).
For example, in TNT heating to temperatues below initiation tempera-
tures removes one oxygen of the nitro group whereas a shock pulse
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appeared to alter the oxygeln-hvdrvge a bonding on the mole cole. The
evidence then is that in seconda rv explos ives the sho.k induced
reactions are a result of heating of the latti ce. However, the
reactions are not necessari Iv the saine as reac , i ons measured at
temperatures below initiation temperatures. Thus, it appears that
shock induced chemical reaction is a thermal process and that the

temperature generated by the shock pulse is the most important param-
eter in determining the reaction rate.

The work here considers possible ways a cheemical reaction can
occur in a crystal lattice with particular emphasis on shock induced

chemical reactions. The work considers specific plausible molecular
mechanisms for shock induced reactions ;n solids and ci lculates

reaction rates in order to assess the feasi'ility of the mechanisms in
initiation of detonation.

In order for an int ramolecuLar hond to break, heat or
mechanical energy of the shock pulse which is absorbed b,, the lattice
must be transferred to the molecules. This "energization" of the

molecule can occur by eicher an excitation of an electronic or
vibrational state of the molecule. The energv states of the molecule
in the short time of the shock compression are not necessarilv in

equilibrium with the lattice. There must be a couplinpg between the
states of the molecule and the lattice states. The streng,,th of this
coupling could determine the sensitivity to initiation. The molecules
of the lattice may also be energiaed by col ,s ions with other
molecules. However, because they are not as f ree to move as in a gas
or liquid, the way these collisions occur in a solid sil be quite
different than in the liquid or gas phase.

In developing theoretical models for nechanisms of reaction in
a shock compressed solid it is necessary to characterize the heating

of the lattice due to the shock pulse. Only initiation of rection in
single crystals will be considered where the temperature trise is due
to bulk heating. It will be assumed that the lattice states achievo
equilibrium within a time short compared to the dura cion of the shock,

typically 10- S. Without this assmopr tn the concept of temperaturo
would not be appr)riate. In the other hand, it will not he a s,imed
that the internal states of the moleule aire, in equilibrium with the
lattice. In fac t, the r uult s of one modl wi I Juyiv th)is
assumption. The refore, in developi zlg llode Is fr the, reac tiv,.
processes ao ci I t ed with i nternl I ;t ates ot the 711le u es
nonequilibrium approachs 'i I be mmmc isl -r), In ,ech nis -1 involvi 1u)
external latt ice sL-ta es imi i ri olm t loi in, v he pp rlmtime.
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Since temperature is a critical parameter in determining rate
of reaction, modeling of reaction rates in shocked solids requires a
calculation of temperature as a function of shock pressure. The
calculation of shock temperature requires a knowledge of the equation

of state and treats the material as a fluid characterized bv only
three thermodynamic variables. Examination of various approaches to
calculating bulk shock temperatures indicates considerable lack of
agreement in predictions suggesting that such calculat ions should be
only regarded as estimates (5,6). Here a relatively simple method has
been used where the temperature rise is given by, (7)

AT A AP (3)
pC

p

where r is volume coefficient of expansion, To initial temperature,,)
density, and Cp specific heat. For example, in RI)X equation (3)
yields a temperature of 585°K at 170 Kbs compared to 770'K calculated
by Voskoboinikov (4). This is typical of the kind of agreement of

various calculations.

THERMAL PROCESSES:

1. Vibrational Relaxational Processes: A shock pulse heats

the solid by exciting vibrational sta tes of the lattice. Three
excited phonons are most likely to be transferred from the heated
lattice to excite an internal vibration of one or more modes of the

molecules which constitute the lattice. It has been shown for a Debve

lattice that the rate of transfer, Wit), at a given temperature T to a
bond of vibrational frequency V is given by, (8)

3 L4  3
9K N A T

W 0 O 3 V

16hm(4r M) d

where 'M is the mass of the molecule, m mass of itom oil the

molecule, )j) is the Debye frequency of the lattice, A is a coupling
cons tant between the lattice mode and an internal me i, 1a r viblrationI,
K is Bolt-man's constant, and h is Planck's colstalt.

Inimolec ,tar V,._.ak ing of the hond may occur if there is a
sufficieiiK probability for multiple excitations to .i vibritionll state
which has onerlv equal to of greater than tie di-s-'ociati n energy of
the bond. Wi th a knowledge of W a , nd ass, tlin 1', a h .1rmon i ,c: i I lator
potential it is possible to cali la t the rIte O(f cx,-i It Oil to the
dissociative state tus itg a rindomi wik qt ociitt i [ heov\ do\, loped by
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Montroll and Shuler (9). Application of the theory to the N-N bond
breaking of RDX at temperatures appropriate to 170 Kbs of shock
pressure indicates there is no possibility for this kind of a
process. This calculation ignored coupling between internal modes of
the molecule. This coupling which has a shorter relaxation time
(10-9S ) than the molecule-lattice relaxation time (10-6S ) would
compete with a multiple excitation process further redic inT the
probability of bond breaking.

The calculated Wi0 at 1700 Kbs and 770'K is 1.3 x 10 S
which means the relaxation time (1/W 1 0 ) for the transfer of phonons to
the N-N vibration of RDX is longer than 10-6S the typical pulse width
used to initiate reaction. These results suggest that the internal
vibrational states of the molecule do not have time to come to equi-
librium within the duration of the shock pulse.

2. Electronic Excitation: Since it has been observed that
UV light of wavelength which causes an electronic excitation can cause
NO2 to be severed from the ring of TATB and RDX, and since the same
bond is broken by a shock pulse it is suggested that the first step in
shock induced bond breaking is an electronic excitation. Recently
French workers have indicated a correlation between the charge dis-
tribution calculated from molecular orbital theory of the excited
state and impact sensitivity (10). The excited electronic structure
of the RDX molecule has been elucidated by the work of Marinkas (11)
and this work has shown that although there are a number of excited
states, only the allowed excitations at 340 nm and shorter wavelength
cause photolysis resulting in rupture on the R-N0 2 bond. Presumably
this excited state is a dissociative state with respect to the N-N
separation as schematically depicted in Figure 2. Direct thermal
excitation of this level (line AB) is not probable at 770'K. However,
thermal excitation to the unbound state could occur if the potential
energy curve of this state as a function of N-N separation intersected
the ground state potential energy (point C). Then thermal excitation
of the ground state to point C would allow the possibility that the
system cross over to the dissociative state leading to bond
breaking. Since it is likely that this is the process for slow
thermal decomposition point C the intersection point of the potential
curves can be fixed at 2.0 eV for RDX which is the activation energy
measured from slow decomposition studies (12). Using the formalism
of equation (4) the rate at which the N-N vibration can he excited to
a vibrational level 2.0 eV above the ground state which would be the
12th vibrational level can be calculated. The result is a rate again
far, tgo low compared to the rate needed to cause detonation,
(10 S ). This mechanism, however, could be the
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rate controlling step in slow thermal decomposition where lower
reaction rates exist, but is excluded as a mechanism for shock initi-
ation. This conclusion is consistent with the previous analysis
which showed that extrapolation of slow thermal decomposition rates

to critical shock temperatures gives rates which are too low to

account for the process.

Ihe elimination of thermal excitation to the dissociative

state in RDX as the first step of shock induced bond breaking assumes
that the separttion between the ground and excited electronic state
is not greatly affected by pressure. This assumption is justified by

data on the effects of high pressure on the internal vibrational
frequencies of the RDX molecule which will be presented below.

The elimination of the role of any internal vibrational or
electronic states in breaking the N-N bond is really a result of the
fact that W10 is too low meaning there is not time for energy to be
transferred to internal states of the molecule during the shock com-
pression.

3. Vacancy Production: Another possible way the chemical

reactions of explosion may start in the solid is that the thermal

energy generated by tile shock pulse may cause molecules to be removed
from their lattice sites to interstitial positions. In these inter-

stitial positions they may be sufficiently close to neighboring
molecules to allow chemical contact and thus reaction. The rate at

which a molecule can be removed from its lattice site as a function
of temperature can be approximated by

R = F / (5)

Where E is the energy needed to remove the molecule from its site to
the interstitial position, and V is the vibrational frequency of
the molecule at its lattice site. In the case of ionically bonded

explosives (such as ammonium nitrate) where electrical conductivity
at elevated temperatures is determined by cation diffusion, F can be

estimated from studies of the temperature denendence of the

electrical conductivity to be 1.17 eV (13). The translational
vibrational frequencies of the NH t ion in AN have been measured by

Raman spectroscopy (14). Thus equation (5) and a calculation of the
lattice temperature as a function of peak shock pressure enables the
rate of removal of cations from lattice sites to he calculated. At a
shock pressure of 100 Kbs a reaction rate of 8 x 105S-Iis obtained
which is in the order of magnitude of the rates needed to cause the
initiat ion to detonat ion transition.
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This analysis has not taken into account the effect of
pressure on v0 or E. Raman studies of effect of pressure on lattice
vibrations suggest v 0 would increase by about 1/2 % per kilobar
(15). Electrical conductivity decreases by an order of magnitude for
a two order of magnitude increase in pressure (16). These numbers
indicate that at 100 Kbs E would increase roughly by 30% whic-h would
reduce the reaction rate by about an order of magnitude from the
estimate that does not take into account lattice compression. Thus
vacancy production remains a possibility for the initial step which
produces reaction. Indeed vacancies have been observed to be produced
in solids by shock (17). Significant suppression of reaction rates in
explosive solids with increasing hydrostatic pressure has not been
observe I (18).

4. Large Amplitude Lattice Vibrations: An examination of
measured lattice mode frequencies in a number of chemically similar
primary explosives indicates a correlation between certain mode
frequencies and sensitivity to thermal initiation, suggesting a
possible role of lattice vibrations in the initiating mechanism. In
gas or liquids one of the factors that determines bimolecular reaction
rates is the probability that the two reacting molecules can come into
chemical contact. In a solid where the motion of the ions is con-
strained by the normal modes of vibration of the lattice, there will
be certain modes of vibration in which two adjacent molecules of the
lattice approach each other. If the amplitude of vibration is suf-
ficiently large at elevated temperatures the two ions may get close
enough to chemically react. The rate of reaction of the two adjacent
ions on such a model will be given by (19)

2

R Wn -KA C/2kT (6)
IT

where w is the vibrational frequency of that mode which allows thle
molecules to approach, K is the harmonic force constant of the mode (a
harmonic potential is assumed). Ac is the amplitude of vibration at
which the molecules are separated by a distance which allows them to
interact. Note that because of compression of the lattice Ac will
decrease with increasing shock pressure.

Because of the availability of data on thle vibrational
frequencies of ammonium nitrate and the relatively simple c11hic
structure of the high temperature phase, the model Is applied to this
material. The critical separation for reaction of two ammon~tmIn
is taken as 2.92 A which Is twice the Ionic radii of N1 '. ThIIe
reaction probability is assumed to he one when the ions achieve tluis
.separation. The reaction rate can then he calculated as a fun~ct ion of
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shock pressure taking into account the decrease in Ac with shock
compression of the lattice. Sufficiently high reaction rates as a

function of shock pressure are obtained. For example, at 100 Kbs, the
model predicts a rate of i0 5 S-1 . Such a mechanism could well be a

possible way in which reactions are initiated in the solid state. It
must be emphasized that the assumption of contact of ionic radii for

critical separation is an arbitrary condition for reaction. The
spirit of the calculation is to assess the feasibility of a

collisional model of reaction in the solid state, particularly in a
shock compressed solid. Another possibility that has been considered
by other workers is that rotation of say CH 2 groups could enable

hydrogen atoms and adjacent oxygen atoms of nitroamine explosives to

interact (20).

MECHANICAL PROCESSES:

1. Molecular Deformation: As a shock pulse passes over a
molecule of the lattice the molecule undergoes a time dependent com-

pression. A mechanical breaking of the N-N bond of RDX could occur if

the time dependent perturbation deforming the molecule causes a
vibrational excitation to either points C in Figure 2, or directly

causes an electronic excitation to B. Formal analysis of such
mechanisms have been made. Assuming a Gaussian shaped shock pulse

having rise time T, the rate of excitation from the ground state to a
vibrational state N=L where bond breaking can occur is obtained to be

22
h 2 2 _0 T/ 2KCoL mw A we (7)

where w is vibratioaal frequency of bond, A the maximum deformation of

bond, CoL is the factor which determines probability for multiple
excitations to state L, where the vibrational energy is equal to the
dissociation energy. The critical parameters determining such a
process are T, the rise time of the shock, and A the amount of defor-
mation of the bond. Equation (7) shows such a process is not possible

unless I is the order of magnitude of the period of vibration of
molecule, (i.e. I0 - 1 3 S- 1 ). It Is unlikely that this is possible.
Recent molecular dynamic calculati ns of shock propagation in inert
gas solids suggest larger rise times (21). Although rise times are
not presently experimentally accessible, the amount of defor-
mation A of the molecular bond for a given lattice compression can be

estimated from experimental data. Using Raman spectroscopy and a high
pressure diamond anvil pressure cell, the internal vibrational
frequencies of the RDX molecule have been measured as a function of
pressure up to 30 Kbs. The data shown in Figure 3 indicates very
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small changes in the vibrational frequency with pressure. For example
the frequency of the N-N vibration, the bond that is known to break by
shock only increases by 0.3 percent at 30 Kbs. From a knowledge of
the vibrational frequency of the bond and the dissociation energy a
Morse potential can be constructed to relate bond energy to N-N sepa-
ration. This can be used to estimate the rate of change of frequency
with N-N separation. Coupled with the high pressure Raman data the
change in N-N separation as a function of shock pressure can be
obtained. The analysis shows that at 170 Kbs the equilibrium sepa-
ration of the N-N bond would change insignificantly. Recent molecular
orbital calculations of reaction surfaces of methylnitrate indicate
that for unimolecular bond breaking to occur the molecule must be
compressed by at least 5.0%. Such a change would result in much
larger frequency shifts with pressure than have been measured in
RDX. These results suggest that unimolecular bond breaking because of *

mechanical deformation of the molecule causing electronic or vibra-
tional excitation is not possible.

2. Mechanical Vacancy Production: The abrupt mechanical
deformation experienced by the lattice under shock compression will
suddenly alter the potential that holds molecules to their lattice
site. This time dependent change in the lattice potential could cause
the molecules to be ejected from their lattice sites allowing
molecules to approach each other, thereby enhancing reaction probabil-
ity. The time dependent change in thle potential may cause multiple
vibrational excitations to an energy which allows the molecule to
leave its site. The rate for this kind of a process can also be
described by equation (7) where now A is the change in the lattice
parameter of the solid which will, of course, be much larger than the
change in the internal bond lengths of the molecule and the frequency
will now be the vibrational frequency of the molecule in the lattice,
which is an order of magnitude lower than internal molecular
vibr~tions. The rate at wh ich such a perturbation can remove
a NH4 ion from its lattice site in AN has been calculated as a
function of shock pressure. Sufficiently large rates were obtained to
account for a detonation process provided the rise time of the pulse
is in the order of the vibrational period of the molecule at its
lattice site. This mechanical model is really equivalent to the
thermal process of ejection of a molecule from its lattice site. The
time dependent change in the potential of the molecule at its lattice
site causes excitations of lattice vibrations which is in effect shuck
heating. This mechanical model is really a fundamental explanation of
how a shock pulse heats a lattice. The distinction then between a
mechanical and thermal process for the vacancy product ion mechani sm Is
artificial, and the genera] agreement between the calcuilated rate.,
from the thermal approach and mechani cal approach Is to he expected.
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FIGURE 3. The internal vibrational frequencies of the N-N
bond of the RDX molecule as a function of hydro-

static pressure applied to the RDX lattice.

CONCLUSION:

Analysis of macroscopic shock and thermal sensitivity data
of solid explosives indicates that the chemistry caused by the shock
pulse is a result primarily of shock heating but because of the rapid
rise of temperature different reaction kinetics may occur than in
slow heating.

A number of plausible molecular mechanisms by which a shock
pulse may cause a chemical reaction In a solid were considered and
expressions for reaction rates theoretically developed. The theories
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were used to calculate reaction rates as a function of shock pressure
in real solid explosives. The results indicate that there is not
sufficient time for energy to flow from the lattice to the internal
states of the molecules of the lattice during shock compression,
either due to thermal or mechanical means. In effect, the analysis
shows that the internal states of the molecules are not in
equilibrium with latt L. states. This has two important
implications. The reaction paths of slow thermal decompositon (where
equilibrium is established) may not necessarily be the same as those
occurring in shock heating. Also unimolecular chemical reactions are
ruled out. In essence, an isolated RDX molecule should not
detonate. The reactions of detonation are a result of cooperative
processes between molecules of the lattice. This work indicates the
most likely rate controlling process for initiation to detonation is
the rate of collisioo between molecules of the lattice. Two possible
ways in which coiliic)ns ,an occur in a shocked solid, large
amplitude vibrations due to shock heating and removal of molecules
from latti,e -;it.a wl r .rr Ii,,wn to be viable mechanisms.

Meas ur,;ements o t the effect of hydrostatic pressure on
internal vi br tt i opal f reqternki es of the RDX molecule in the solid
indicated that the deformit ion of the molecule is not large enough to
be a me hanism o! r eaction. It was shown that for deformation to
cause reaction, the deformation must occur in a time comparable to
the vibrational period of a molecule, an unlikely situation. A
summary of the probability of the various mechanisms of shock induced
reaction considered is given in Table II.

The conclusion that the initial reactions leading to
detonation are a result of cooperative interactions has important
implications with respect to reducing sensitivity of existing
formulations. To reduce sensitivity, the probability of collision of
molecules in the solid must be reduced. This can be done by
increasing the separation between the molecules In the solid by
dispersing the molecules in chemically similar inert solids. The
reaction rate should be proportional to the ratio of solvent to

solute in the solid solution.

REFERENCES:

1. J. Sharma and F.J. Owens Chem. Phys. Lett 61 200 (1979).

2. F.J. Owens and J. Sharma J. Applied Phys. (in press).

3. F.E. Walker and R.J. Wasley Propellants and Explosives 1 73
(1976).

67

I II II( I l



OWENS

-4 C" F, A

0. 0. 0

U)00

0

- 4

U

)

-4n
I Cw

U CA

0)~) .U Z. C0D C D D

w w 0 4004 4 -

0 o CL C m c
Q. -4U 0

0 U)

a))
C En
0 c

.0 0
(0-4 0-4 0.

(0 .40 (0 .

(0 4 .. ~ 0 0 -4 0

(0-0- -4 09
(0 >9 -3 1- '4(0 L

'9 C 0 U .68



OWENS

4. I.M. Voskoboinikov, V.M. Bogomolov and A Ya. Apin Fizika
Goreniya i Vzryva 4 45 (1968).

5. R.H. Christian, Rept UCRL 4900 1957, Univ. of California.

6. L.V.A.L. Tshuler, Soviet Physics 5 203 (1963).

7. P. Harris, private communication.

8. L. Lieberman J. Accoust. Soc. Am. 31 1073 (1959).

9. W. Montroll and K.E. Shuler, Adv. Chem. Phys. 1, 361 (1958).

10. A. Delpuech and J. Cherville Propellants and Explosives 3 169
(1978).

11. P. Marinkas, PhD Thesis Univ. Delaware, 1976.

12. B. Suryanarayana, J.R. Autera, and R.J. Graybush, Proceedings
Army Science Conf. 2 423 (1968).

13. R.N. Brown and A.C. McLaren, Proc. Roy. Soc. A80, 329 1962.

14. H.C. Tang and B.H. Torrie, J. Phys. Chem. Solids 38 125 (1976).

15. Z. lqbal, C.W. Cristoe, and F.J. Owens, Ferroelectrics 16 219
(1977).

16. C.B. Pierce , PhD Thesis Univ. Illinois, 1960.

17. W.B. Gager, M.J. Klein, and W.H. Jones, Appl. Phys. Letters 5
131 (1964).

18. E.L. Lee, R.H. Sanborn, and H.D. Stromberg, Fifth Symposium on
Detonation, Pasadena, CA (1970).

19. F.J. Owens, Technical Report 77041 LCWSL, ARRADCOM, Dover, NJ
(1977).

20. D.J. Pastine, M.J. Kamlet, and S.J. Jacobs, Sixth Symposium on
Detonation, San Diego, CA 197f.

21. S. Trevino, private communication.

69



*PETERSON, SALOMON

METHODOLOGY FOR EVALUATION OF OBSCURATION (U)

*ELLIOT G. PETERSON, Mr

LOTHAR L. SALOMON, PhD

DUGWAY PROVING GROUND

DUGWAY, UT 84022

Since 1976, improvements in the methodology for physical and
optical characterization of airborne obscurants have come about at a

remarkable pace, reflecting the urgent need for objective data. Prior
to that time virtually all evaluations of obscurants and associated de-

livery systems, and of electro-optical systems in an obscuring environ-
ment, were of the "go no-go" type. By contrast, a vast body of infor-
mation is now available, much of which is based on developments at, and

tests performed by Dugway Proving Ground. The purpose of this report

is to describe some of the most recent advances in methodology.

A. SOURCE EMISSION RATE. A critical input to obscuration transport
models is the source emission rate. It is defined as the fraction of
mass burned as a function of time, i.e., Fm(t)=(Vo-V(t))/Vo (1), where

Vo is the volume of the submunition before burn, and V(t) the volumeat
time t. The form of equation (1) was determined for five submunitions.
The treatment leads to vlid prediction of submunition performance, and
should also be valuable in designing new submunitions.

Case 1. W11 Wick Submunitions. A sketch of the wick suhmunition
is shown in Figure 1.

Figure 1. Sketch of Wick
Submun i t i on

Using equation (1), the fraction of mass burned can be obtained using

Fm 2( + )x (2)
L0~ ~ ( 0 R, 1L0
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where Lo is the length before burn, Ro is the radius before burn, and
X is the burn distance.

If the burn rate (dX/dt) is constant, the burn distance (X) is given by
X = Xb (t/tb) (3), where Xb is the burn distance at burn-out and tb is
the burn time.

Using equations (2) and (3), the fraction of mass burned becomes

Fm A(t/tb) + B(t/tb)2 + C(t/tb) 3 (4)

where A = 2(10 + Xb, B = (. + Rl7) Xb2 , and C = (-T,-) Xb3 .

Table I is a list of theoretical constants used for three- and six-inch
WP wicks.

TABLE 1. Theoretical Mass Loss Constants

Ro Lo  Xb
Type of Wick (in) (in) (in) A B C

Three-Inch 0.5 3.0 0.5 2.17 -1.34 0.17

Six-Inch 0.5 6.0 0.5 2.33 -1.66 0.33

Equation (4) was used to calculate the theoretical fraction of mass
burned as a function of time. The calculations are compared with ex-
perimental results (see Figures 2 and 3) and show good agreement for
these two submunitions.

Case 2. 155 Ml (HC) Canister Submunition. A sketch of the 155 Ml
(HC) canister is shown in Figure 4.

Figure 4. 155 Ml (HC)
Canister '0

It is assumed that the only surface burning is the center cylinder
(S = 27RL) and the only parameter changing is Rl. The fraction of the
mass burned at any time becomes

Fm =(2RolXb 2) (ttb +
Fm _1R2_RoI) (t/tb) + _Rot ) (t/tb)2 (5), where Rol is the

radius of R1 before burn (0.681 in), R2 is the outside radius (4.515 in)
and the burn distance Xb is R2 - R01 ; and equation (5) then becomes

Fm - 0.26(t/tb) + 0.74 (t/tb)2 (6). The comparison of equation (6)
with experimental data is shown in Figure 5, and ,hows good agreement
for the 155 Ml (HC) canister.
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4A

4- Theoretical Eq.(4)

-, Least Sq.Eq.(4)

C)I

0Fraction of burn time
Figure 2. Three-Inch Wick (WP)

/ /
/I

4- Theoretical Eq.(4)

0

0 -Fraction of burn time

Figure 3. Six-Inch Wick (WP)
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Figure 5. 155 mm Canister, M1, (HC)

E

4-

..

.'.. * .. I

.U Teretical Eq.(6)

O Fraction of burn time

Case 3. WP and RP Wedge Submunitions. Six wedges form a wafer
shown in Figure 6.a; the wedge itself is shown in Fig:ure 0.h.

Figure 6.a Fi*a ure Q6.1

It is assumed that all surfaces burn. Equation (1) will thell Like the'
form of equation (4), where

W

W(aR02 + b W[(a Ro? + b Rol) +

A~ + W 1 B,-- 4

R022 - Rol- 'R0 " R'j"

C W2 (a'-b 2 ) X
(Ro '- Rol1tal
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Table 2 contains a list of theoretical constants used for WP and RP

wedges.

TABLE 2. Theoretical Mass Loss Constants

R0 1  R0 2  W a

Type (in) (in) (in) (deg) a b A B C

RP 0.375 2.375 0.50 30 2.732 0.732 1.62 -1.25 0.63
WP 0.375 2.375 0.75 30 2.732 0.732 1.92 -1.10 0.18

Equation (4), along with constants in Table 2, was used to calculate
the theoretical fraction of mass burned as a function of time for WP
and RP wedges. The calculations compare well with experimental results
(see Figures 7 and 8).

B. RELATIVE HUMIDITY (RH) AND HYGROSCOPIC OBSCURANTS. Most of the
conventional smokes, including those produced by burning of phosphorus
and HC, are constituted of hygroscopic particles. It has been predic-
ted, and established by field tests, that transmittance of phosphorus
and HC smokes (i.e., their light-attenuating capability) can vary con-
siderably with RH. In the Beer-Lambert Law T=exp(-aCL), both a and C
are potentially dependent on RH. (Here, T is transmittance (dimension-
less), a is the extinction coefficient of smoke (m2 /g), C is the con-
centration of smoke (g/m3), L is the thickness of the attenuating layer
(m) along the line of sight, and t is time.) Thus a cannot be relied
upon as an indicator of the light-attenuating characteristics of hygro-
scopic smokes. Indeed, we have found that a may remain virtually un-
affected by changes in RH while T varied because of changes in C. By
redefining a this ambiguity can be removed.

Transmittance of free-floating (unconfined) clouds can be deter-
mined using a modified form of the Beer-Lambert Law, T=exp(-afCdL) (7).
We recommend a new procedure for calculating transmittance by defining

the extinction coefficient to be (a'=Ya); equation (7) then becomes
T=exp(-a'fCadL) (8). Values of a' over the RH range and at the wave-
lengths of interest can then be determined using a'=-flnTdt/fDadL (9),
where Da is dosage (fCadt), Ca is the concentration of smoke analyte
which is independent of RH (e.g., phosporus, zinc or, in general,
CaY=C smoke, g/m3), and Y is a dimensionless yield factor which ac-
counts for the difference in concentration between smoke analyte and
actual smoke. For the hygroscopic phosphorus and HC smokes, analytes
(Ca of equation (8)) are elemental phosphorus and zinc, respectively.
Plots of a' at 3.4 pm wavelength are shown in Figure 9 as an example.
For a non-hygroscopic smoke, a' versus RH would be constant.

In summary, once values of a' over the RH range and at wavelengths of
interest have been determined, no further efforts are needed to
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ascertain yield factors, and most importantly, no assumptions are nec-
essary regarding the chemical nature of the obscurants. (The fact
that the composition of smokes varies with environmental conditions
and, in many cases, remains uncertain, makes calculation of Y from
literature data virtually impossible.) In the present approach, mod-
ified extinction coefficients (a') become an unequivocal measure of
the light-attenuating characteristics of all types of obscurants,
whether or not they are hygroscopic. Relevant data are available from
past field tests. Furthermore, no additional burden is placed on math-
ematical modelers of obscuration since values of Ca are required in any
event, and calculations of concentration of smoke (using tenuous yield
factors) become unnecessary.

3

a - . _. . _ _j

0 20 40 60 80 1OORH(%)
Figure 9. Extinction Coefficients ci'(cEY,m 2/g) for Phosphorus (P) and
HC Smokes at 3.4 Pm Wavelength t, n Field Data.

Coefficients vary little from about 17-70% RH: For phosphorus smokes,
5'3.1,=0.97+0.19 std. dev.; for HC smoke, 7'3.4=0.380.12. However,
beyond 70% RH, values increase rapidly. One consequence is that a re-
quired level of light attenuation can be achieved by greatly decreased
munition expenditure. (Note that increases in a' are reflected by ex-
potential decreases in transmittance.)

C. CORRELATION BETWEEN HUMAN VISION AND INSTRUMENTAL MEASUREMENTS.
Much emphasis is being placed on evaluating the effectiveness of modern
military electro-optical devices in obscuring environments. On the
battlefield, however, the human eve probably still Is the most impor-
tant sensor. It is, therefore, a question of practical consequence
how instrumental measurements correlate with the ability of observers
to spot a target. To explore this problem, trahi nd obSxrvers with
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7-power binoculars were required to record the time during which they
were unable to see a stationary M48 tank through smoke clouds at lOOm
or 1500m distance. (Perception of targets in realistic situations can
involve a complex set of factors; not all were tested in this study.)

In Figure 10, the time during which the target was obscured to 5 ob-
servers at each of the two distances can be correlated with transmit-
tance (T). It is immediately evident that less light attenuation is
required for obscuration at the longer distance. However, the opera-
tion of complicating factors is seen in Table 3(1), because the T
threshold for obscuration varies with type of munition despite adjust-
ment for meteorological variables. In what follows, it will be seen
that contrast ratios do not suffer from this defect. The contrast
ratio through time is defined as C (t)=[B (t)-BB]/[B +BC/T(t)], where
T(t) is the visual transmittance through Time, Bc(t5 is the luminance
(visual) of the cloud through time, BT is the luminance of the target
as determined before cloud arrival, BB is the luminance of the back-
ground as determined before cloud arrival. CR(t) takes account not only*
of light attenuation, but also the relative luminance of cloud, target
and background. The CR(t) curve shown in Figure 11 and CR(t) thresh-
old values seen in Table 3(11) demonstrate good correlation between
measurements and observer responses, and reproducibility independent
of transitory environmental effects such as sky brightness. By com-
parison with T, CR(t) clearly is a superior predictor of human response.

Table 3. Threshold Values for Transmittance and Contrast Ratios.

(I) Ave Transmittance (TI) Ave Contrast Ratio
for Obscuration for Obscuration

Round 1000m 1500m 1000m 1500m

A(RP) .0525 .109 .0075 .018
B(WP) .019 .058 .0070 .019
C(HC) .012 .042 .0075 .015
Mean/Std. Dev. .0278/.0216 .0697/.0350 .0073/.0003 .0173/.0021

If one plots CR(t) against the time a munition can maintain a stated
I CRI value or less, one can determine the obscuration effectiveness of
the munition and its effectiveness relative to other munitions in the
visual range. This is seen in Figure 12, which represents results from
15 trials with each of three types of 155mm smoke rounds, two of which
are developmental types. The time during which each of the munitions
provides a cloud dense enough to preclude detection of a target, that
is,the time a cloud provides contrast ratios below the threshold for
the eye, is indicated.
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The significance of these findings is that objective instrumental
measurements (a) correlate well with human responses, (b) can be used
to predict the effectiveness of smoke rounds in obscuring vision, and
(c) can be used in identifying munitions which provide obscuration of
the required duration.

0.15

ICRl

0.05

1 0M

0 100 200 300 400
AVERAGE TIME < CR (SEC)

Figure 12. Time Contrast Ratio Remains below a Stated Level.
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D. REAL TIME CONCENTRATION (C) AND CONCENTRATION-LENGTH PRODUCT (CL)

VALUES. Aerosol photometers (APs) are routinely used by us to deter-
mine C(t) of airborne obscurants. Involved in this procedure is the
calibration of each AP using chemical impingers (CIs) which are posi-
tioned next to each AP during the field test. Since chemical analysis
of CIs is relatively time-consuming, C(t) cannot be computed until
some time after the test day. To make C(t) and CL(t) values available
in real time for test control and planning, the following automated
method was developed and employed successfully.

Analog data from aerosol photometers are digitized and recorded on
magnetic tape. In this form the data represent relative concentration
through time. CL(t) is defined as fC(t)dt=EAiRi(t)ALi (10), where Ai
is the conversion factor from millivolts (mv) to concentration for the
i-th AP, Ri(t) is the reading of the aerosol photometer (mv) at time
(t) and ALi is the distance between APs. From the Beer-Lambert Law,
CL=InT/-a (11). Let Y=InT/-a and X=RAL. Then, in general,
Y=AIXl+A 2X2+ ... AnXn (12), and the conversion factors (Ai) can be ob-
tained by a least square fit of equation (12) orL j~ x E X1X2 .... EXIXnl rAl' r X'

X2 X1  EX 2 X2 .... ZX2Xn A2  = YX2

XnX1 EXnX 2  EXnXn An EYXn.

The APs are positioned along the same sampling line where the
transmittance T is measured. The inputs to the least squares equation
(12) at any given time t are Ri(t), AL, a, T(t) and repeated through-
out time t at one-second intervals. Results of this method are shown
in Figure 13 and show good agreement between the new method and the
time-consuming method employing calibrated APs.

I'500 -

400 - CALCULATED
Figure 13. 0 CI AND AP DATA
Comparison between -3O0 A
Concentration Data
Obtained by Two
Methods (HC Smoke, .,20
63 seconds after 0
Munition Function.) Z 100

0

0
1 3 5 7 9 II 13 15 17

AP POSITMON ON GRID
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E. SUMMARY. In this report, we have presented descriptions and perti-
nent test data of selected methodological developments relating to eval-
uation (and, ultimately, weaponization) of obscuring systems.

It was shown that source emission rates for smoke submunitions can
be predicted with substantial validity, thus providing a critical tool
for mathematical modeling of obscuration and for the design of new sub-
munitions with specified properties.

The relationship between transmittance and relative humidity was
discussed for hydrated smokes, along with a demonstration of the drastic
effect of high relative humidity on transmittance and its bearing on
munition expenditure. A procedure was described for determination in
the field of a redefined, unambiguous extinction coefficient which
permits computation of transmittance without resort to yield factors,
and is applicable to hygroscopic and non-hygroscopic smokes.

Evidence was presented which shows that instrumental measurements
correlate well with human vision in assessing the obscuring properties
of smokes. Applications to evaluation of smoke delivery systems were
noted.

Finally, a mathematical treatment was described by means of which
it becomes possible to obtain excellent estimates of concentrations
through time,and concentration - length product time profiles,of obscur-
ing clouds in real time, i.e., by a completely automated procedure.
This is of particular value for field test control and test planning.
Heretofore, such data were contingent on completion of chemical analysis
of the contents of aerosol samplers, and thus unavailable for many hours
or days.
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LASER INTERACTION WITH TER MATERIALS

JANET S. PERKINS, Ph.D.
ARMY MATERIALS AND MECHANICS RESEARCH CENTER

WATERTOWN, MASSACHUSETTS 02172

In a number of areas the Army has need for high-
temperature, heat-shielding materials that retain shape and structural
integrity in severe thermal environments. Some applications are the
throat of a jet engine or the interior of a rocket combustion chamber.

We have been examining the response of a number of com-
posite materials to a high-energy-flux environment using a welding
laser instead of the arc furnaces of earlier studies. A laser is a
clean, well-defined energy source. If used with an air stream or an
exhaust system to remove pyrolytic products and debris, we can isolate
the action of energy flux from secondary effects and reduce scatter in
data.

Typical of the structural forms we have tested are
foams, fabric-reinforced composites and bulk graphite. Silica or
carbon microballoons or fabric reinforce the newer high-temperature
resins in samples we have compared with ATJ and pyrolytic graphites.

A sampling of ablation results are shown in Table I.
Among these materials, two are outstanding, both as thermal barriers
and in retention of structural integrity. These are pyrolytic graphite
and TBR. The former is a form of bulk graphite deposited at high-
temperature on a substrate from a carbonaceous gas, e.g., methane.
The latter is a relatively new material fabricated from carbon cloth
and a Hitco proprietary resin. Both have a laminar structure.

FABRICATION OF TER

The class of materials known as TER, an acronym for
tungsten-bearing resins, is made by impregnating layers of carbon
cloth with a resin containing tungsten atoms chemically bound within
the polymer backbone. The laminate is then cured, carbonized, and
fired to a graphitizing temperature producing a carbon in tungsten
carbide composite. At this temperature, the tungsten carbides sinter
and bond the layers of carbon fabric together.

The outstanding behavior of TBR composites has raised
questions as to how and why it outperforms other composites as well
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as bulk graphites. Our research has focused on finding answers to
allow tailoring of new composites for special applications.

After analyzing the system in depth both during and
after irradiation, we conclude that the excellent performance can be
attributed to the following sequence of events:

(1) The 10.6-pm beam produced by the C02-laser caused the
carbon to become incandescent, reradiate a substantial fraction of
its energy, and become very hot (3300°C).

(2) The heat causes the sintered tungsten carbides to melt
and coat the carbon fibers with (a) a protective layer against air
erosion, (b) a reflecting and heat-conducting surface layer, and (c)
a reactive layer for transport and escape of atomic carbon from the
underlying carbon fabric.

This paper presents evidence for these conclusions and
shows why this system is inherently able to interact with very high
intensity radiation with minimal structural damage.

TABLE I. ABLATION VALUES OF COMPOSITE MATERIALS a

Depth of ,
Reinforce- Density(p) Exposure(t) Burn(d) Q

Material ment/Matrix g/cc sec cmkl/g

Syntactic SiO-MB/ 0.38 2.5 3.8 18
Foams polyimide

C-MB/ 0.30 2.5 3.8 23
polyimide

C-MB/ 0.78 1.9 0.5 51
H-resin

Woven SiO 2 / 1.77 3.6 1.3 17
Fabric phenolic
Laminate Nylon/ 1.02 5.5 2.6 22

phenolic

C/TBR 2.18 5.5 <0.10 >200

Bulk Pyrolytic 2.20 5.5 0.14 200
Carbon graphite
aExposed to CW CO -laser (1=10.5 kW/cm ) which was essentially mono-
chromatic (10.6pmi.

b Ablation values based on surface recession calculated by: Q* = It

* With the exception of TBR and pyrolytic graphite, the exposure times
* are burn-through times.
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CHARACTERIZATION OF TBR (a)

The 1/8-inch thick material 0 -WCI1 X

used in these experiments contained wc
19 layers of a satln-weave carbon cloth. zz c
It was bonded with Hitco proprietary
resin, TBR-1, and fired to 2800*C.

X-ray diffraction analysis
of the final product shows the broad

carbon bands typical of carbon cloth b)

(Figure la) underlying spectra of the
three quenched high-temperature forms
of tungsten carbide, W2C, e -WC 1 x'
and WC, (Figure lc) as well as several
of the more prominent bands of graphite. J1
The resin alone, heated to 2800°C, a I ,
gives a spectrum notable for its lack 

------------

of P. -WC1-x and the predominance of
W2C (Figure lb). (c)

Examination of the phase
diagram (1) for the tungsten-carbon"I
system gives insight into the X-ray 4
diffraction pattern of the fired
resin (Figure 2). Analysis of this
resin shows a large molar excess of

carbon over tungsten which presumably
would favor the formation of WC rather (d)
than the predominance of W C found.
However, at 2780°C, WC mel~s per- * h
tectically to give solid carbon and a 3,
liquid phase rich in W from which W C
precipitates on cooling. Absence o? \
any of the bands of R -WC. found in .1
the laminate is not surprtslng since
this is stable only above 2530*C.

Figure 1. X-ray diffraction (el

scans of TBR constituents and
of TBR before and after CO-
laser irradiation: (a) cargon
cloth, (b) fired TBR-l resin
(2800*C), (c) TBR,2as-received,
(d) after 10 kW/cm2 irradiation,
(e) after 30 kW/cm irradiation. 55 20 25
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When the fired resin remains in intimate contact with the carbon-
cloth substrate at the high firing temperature for an extended period,
the three high-temperature carbides will accumulate in the steady
state and persist in the quenched product. These result from the
high-temperature reversible redox reactions:

W2C + C 2B-WC1 -x + xC - 2WC (1)

This is the evidence on which we base our description of
the starting material as carbon cloth layers held together by
sintered tungsten carbides and carbon from pyrolysis of the original
tungsten-containing polymeric system.

800 ..... Homogeneous ordering in W2 C

- - Displacive transformation /
.... Change of sublattice order /

3600- - / -- 7- -

-3423 35500'
3400 L+Cgas

(latin)

3200 \

L,
0\

Uj L+Cof 3000 \L

Z) W+t

72776

~2710

W2 C~a)

< 1 2 a-2600L
2490 •-215

WC+C
2400- 2380

W+W 2C

2000[ W2Cla)

0 t0 20 30 40 50 60
W - ATOMIC % CARBON

Figure 2. Binary phase diagram of the
tungsten-carbon system.
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EVIDENCE FOR CHEMICAL CHANCES DURING IRRADIATION

X-Ray Diffraction

The surface c~mposition of the material irradiated by
lasers (10 and 30 kW/cm ) shows shifts in the ratios of W 2C and WC
relative to 8-WC x (Table II). There has been a shift to the right
in reaction (1 ).

-

TABLE II(U). RELATIVE CHANGE IN AMOUNTSa OF QUENCHED
TUNGSTEN CARBIDES WITH LASER INTENSITY

Original 10 kW/cm
2  30 kW/cm

2

W2C 1.88 1.31 0.87

WC 0.73 0.86 1.17
aRatios of W 2C and WC to P-WCI x based on peaks (0) in Figure lc-e.

The shift to larger concentrations of WC, the higher the
laser intensity, is a reasonable effect. The increased energy flux
speeds up both the escape of carbon vapor from the thin tungsten
carbide surface layer as well as reaction of this hotter layer with
the carbon substrate to give a net equilibrium shift toward WC.

Microscopy

At this stage in the argument, it is worthwhile to examine
photomicrographs of both samples (Figure 3). The high-intensity beam

(a) "(b)

Figure 3. (a) 10 kW/cm 2 burn on 1/8-inch disk of TBR (5.5 sec.);
(b) cavity in second disk after burn-through of top 1/P-inch disk

by 30 kW/cm 2 Co 2-laser (5 sec.).
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cut through the upper of two stacked disks and penetrate(! the lower;
the low intensity beam barely penetrated the top laver of the first
disk. Tn the scanning electron pliotonlcrographs, (qFM) of the low
intensity burn shown at three magnifications (Figure 4), a semiliqid
phase Is just beginning to coalesce. (The tinv (lot in a is enlarged
in b). The related FDAX micrograph c of the semifluid edge, enlarged
In d, shows the distribution of tungstev as white dlots, indicating
great enrichment of tungsten In thle semiplastic matrix though carbon
features still persiut. Note the carbon fiber stubs marked h\ arrows
in c and d.

CA

a (iv

Figure 4. Scanning electron micrographs (SFN) and energy dis-
persive analysis by X-rays (EDAX) of TBR irradiated by 10 kW/cm2

('0 2 -laser (.a) SFM of burn area, (b) enlargement of microdroplet, (c)
FDAX of burn edge, (d) FPM of same area.

Thle hifgh- intensity laser cuit deeplv andl slowly Into TBR and
vaporized the carbon fabric, leaving shiny drops (if rol ten, metallic
tungsten carbides n the walls and at the forefront of thle caivity
(Figure 5). Near the~ Touth of the cavity, two or moreo phases are
clearly evident en the suirface of these, drops (rigure 'a, and d) and
the FDAX pliot nilc rogral-h showing the dl str0%7t Ion of tungsten
(Figure 5b) von ' fes the enrchiveot (if W,C in the surlface coat of WC
as C escapes.
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aM

I Im

Figure 5. Scanning electron and energy dispersive photomicro-

graphs of TBR irradiated by 30 kW/cm2 CO -laser: (a) SEM of mouth

of burn cavity, (b) EDAX of same area, (c) fibers from midpoint of
burn showing (1) redeposition of carbon, and (2) residual coating,
(d) enlargement of tungsten carbide drop showing carbon deficient
upper layer.

The SEN of a group of fibers from the wall area halfway
down the burn (Figure 5c) has two features of interest: the bulbous
growth of carbon at 1, and the residual tungsten-rich sheath at 2
which previously surrounded a fiber now eaten away. Both are
evidence of the occurrence of the peritectic reaction

2WC-- W2C + C (2)

producing the disappearance of fiber with redeposit of some vapor
in a cooler portion of the sharp thermal gradient.

LASER ENERGY ABSORPTION THROUGH CHEMICAL REACTION

The significance of these observations becomes apparent
when we consider the related thermodynamic data as well as the
mechanisms by which the relatively low-energy photons in a CO -laser
can interact with a carbon-fiber reinforced tungsten-carbide matrix.
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Thermodynamics

Let us first examine the thermodynamics of the proposed

system. The only high-temperature data we have found gives forma-
tion enthalpies at 2800*C for W 2C and WC (2). Oupta and Seigle (3)
determined the heat of formation and free energy of W C at 13000C

below which it is unstable. WC is the only thermodynamically stable
form of tungsten carbide at room temperature.

For equilibrium or steady state conditions at 2800*C, cal-
culated heats of reaction for solution and vaporization of carbon
give a net absorption of 170 kcal/mole of C:

AH, kcal/mole

C(s) + W2C -- 2WC -5

2WC--W 2C + C(g) 175 (3)

C(s) C(g) 170

which translates to 60 kJ/g of carbon volatilized and indicates a
highly endothermic system. The actual energy absorption must be
greater under laser irradiation by reason of the following:

No account is takpn in our energy calculations of the heat of
melting the W 2C and WC (no data available).

A nonequillbriun. system during irradiation corresponds to a
higher energy inpitt and a higher temperattire for reaction than
that measured on a system infinitesimally removed from equl-
librium, i.e., conditions under which thermodynamic data are
measured.

The emissivity of the tungsten carbide system is not known

at the face temperature recorded (3230°C) for which the
emissivity was assumed to be 0.999. The true temperature
must be several hundred degrees higher, Judging from emis-
sivity measurements made in our laboratory from 700-1700C
on TBR material;* the normal spectral emissivity diminishes
from 0.85 to 0.72 in this interval. The normal spectral emis-
sivities of W2C, WC, and pyrolytic graphite at 0.9um, (the
wavelength observed by the optical pyrometer during our experi-
ments) are listed by Touloukian as 0.49 (2130°C), 0.59 (1530*C),

and 0.?9 (1780*C) (4).

*Private communication from K. J. Tpuer.
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Crystallography

We have assumed that monoatomic carbon is the principal
volatile species from WC wc.areas the volatile species from
graphite contain a number of polyatomic species -- C2, C3,...C6,
.(5). Per gram atom, the formation of C absorbs the largest amount

of energy; all bonds to neighboring atoms are broken.

With carbon release from WC, there is good reason to
believe that the initial species evolved is the more highly ener-
getic C1 as suggested by earlier workers (6). Some aspects of
carbon removal from the tungsten carbide lattice, whether solid or
molten, can be deduced by examining the crystal structure of WC
(Figure 6). In general, the X-ray diffraction patterns of liquids
near the melting points show the same short distance order as the
parent crystals (7). From two neighboring WC cells, carbon atoms
are released at distancgs greater than the C-C bond distance in
graphite (1.67X vs 1.42A). Unless a carbon atom (or ion) rolls
across the electron surface cloud to bond with another emerging C1,
C should not be observed in the vapor. If present, It must be a

scondary product.

Further support for this view of single carbon atom egress
from the WC lattice at 2800*C or above Is found in the elegant study
by French of carbon atom diffusion into the tungsten body-centered
cubic lattice at 1000*C (8). He photographed, by field ion micro-
scopy, the atomic positions of W atoms in the successive layers of
the tip of a carburized tungsten wire as these layers were removed
one by one. This remarkable series of photomicrographs passes from
the WC surface to the underlying W crystalline state. By observing
the shift in the positions of the tungsten atoms, made visible by

o..
( -N, T ,." '

(& N TS " b

Figure 6. Hexagonal Figure 7. Transport of carbon atoms

unit cell of WC. through tungsten body-centered cubic
lattice [after French (8)].
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this technique, he concluded that the diffusion of carbon into and
through the tungsten lattice proceeded by single atoms entering
either the edge or the face of the unit cells on the surface,
followed by passage within the cells from edge to inner edge or
from face to inner face (Figure 7).

The phenomenon that we have trapped in the thin skin of

tungsten carbides overlaying the carbon fibers corresponds to the
reversal of carbon diffusion -- from carbon fiber, in this case,
through the thin tungsten-carbide skin to the surface.

Let us consider the fate of the released single carbon
atoms. Those emerging with sufficient energy to escape from the
surface can be oxidized or can redeposit downstream either to build
pyrolytic graphite or amorphous soot. Those with lesser energy can
travel across the surface to a cooler area where a well-crystallized
graphite ring is forming. We have evidence for both. In either
case, the net energy required to produce these single carbon atoms
from the underlying graphite fibers must be greater than the thermo-
dynamic value to atomize graphite given in Equation 3.

As is clearly visible in Figure 8, the high-energy laser
burn is surrounded by a border of pyrolytic carbon in well-formed
graphite layers. Low-intensity laser burns also are surrounded by
pyrolytic carbon. The movies of samples during irradiation show

.
.WP.

Figure 8. (a) SEM of portion of carbon ridge around 30 kW/cm 2

burn and (b) polished r-etallographic mount of burn cavity cross
section showing solid- and open-layered structure of ridge, and large
drop of tungsten carbides at lower right.
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intense incandescence of these rings as the atomic building blocks
releasp their energy. By contrast, the centers of these burns appear
relatively cool.

When a block of pyrolytic carbon is irradiated, the entire
burn area and the overlaying plume become incandescent due to poly-
atomic species. These seem to be absent when TBR Is irradiated.

From these observations and arguments, It may be concluded

that the energy req-uired to release carbon must exceed that required
to separate the original carbon lattice into atoms.

UNIQUE FEATURES OF TBR

Stability of Carbide Matrix: 3000 ° Liquid Phase

Physical Constants

At this point in the argument, some observations on stabil- fi

Ity are in order. Among all elements, carbon has the highest melting
point (3652 or 3870*C) and a very high boiling point (4200°C) (9).
These signify the strongest interatomic bonds between atoms of any
element as well as strong lattice bonding. Tungsten, with the next
highest melting point (3400*C) and somewhat weaker lattice bonding,
has a higher boiling point (5530 or 5900*C) (9) and shows very strong
Interatomic bonding.

Most significant, however, are the melting and boiling
points of the binary tungsten carbides. The three high-temperature
crystallographic phases all melt within 30+12 degrees and the three
associated eutectic compositions within the 40-degree interval below
this. This means that the tungsten carbides melt sharply at about
2750+300C, nearly 1000 degrees below the melting point of carbon
and 600*C below that of tungsten (Figure 2). The boiling point of
the tungsten-carbon "alloy" is listed as greater than 6000*C, higher
than that of any other compound. What is particularly significant
about this 3000*C liquid range is the relative permanence of the
liquid state as the solid substrate vaporizes throtigh it. Also
indicated is the stabIlliing effect of carbon atoms intermingled with
tungsten in the liquid phase; the liquid phase remains well above the
boiling points of either constituent.

Wetting of Fibers

A second significant property of the tungsten-carbon "alloy"

that we have observed, is that once molten, it wets the carbon fibers
of the cloth very well. Silvery bundles of fibers were separated
from the sawdust of the sample irradiated with the higher Intensity
laser, which was sawed in half before mounting. These cnme from the
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cylindrical area near to and surrounding the burn-hole to which the
molten, reactive matrix had been driven. The molten coating (a)
improved the contact of the C-W 2C reactants, (b) protected the hot
carbon fabric from reactive gases such as CO, CO2 , or 02, and (c)
on solidifying, "mechanically hardened" the structure. The mechan-
ical hardness of tungsten carbides is well known.

What we observe, then, in the interaction of the high-
intensity 10.6vm laser and TBR is a highly endothermic "redox"
reaction of liquid tungsten carbides with solid carbon, Initially
supplied by the pyrolyzed resin, then by the reinforcing fabric
itself. There is also a fluid flow inward of the reacting matrix to
give a permanent hard bond on cooling. Additionally, some of the
released carbon redeposits as pyrolytic carbon around the periphery
of the burn; this also increases the mechanical strength of the
damaged piece.

Laminar Structure

Radial Energy Dissipation

There are further aspects of the burn residues shown in the
polished metallographic section in Figure 8 that elaborate this
mechanism. The only two to which reference will be made are the
following:

Because of the very low volatility of tungsten carbide

even as carbon is diffusing through it, the atoms of tungsten
remains in or near the burn area. The laser energy is
chiefly dissipated by vaporizing monatomic carbon.

Because of the laminar structure of the TBR material tested
(as is also true of the pyrolytic graphite similarly
irradiated in our tests), penetration of energy normal to the
surface is minimal; energy not absorbed by the reaction or by
reradiation is dissipated laterally by conduction within the
upper layers only.

Skin Effect

Another unusual aspect of TBR may be called a "skin effect."
This was observed in monitoring both TBR and pyrolytic graphite
samples during irradiation. We believe this effect accounts for the
peculiar patterns of soot deposited on these surfaces and certain
anomalies in the surface-temperature records made during laser
irradiation. It appears to contribute significantly to the barrier
action of TBR.
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(a) 2 (b)
Figure 9. Five-second 10 kW/cm burns on (a) TBR
and (b) pyrolytic graphite (0.1 Mach wind tunnel).

Figure 9 shows burns of both TBR and pyrolytic graphite

which were mounted in a 0.1-Mach wind tunnel and irradiated with a
10 kW/cm2 laser beam. The similarity in soot patterns is striking.
Both patterns appear to originate at or near the edge of the molten K
or plastic face of the burn area. These figures verify that the soot
source is at the edge of what high-speed movies indicate is a lifting
of a cohesive but plastic surface due to carbon vapor build-up below
as well as above the upper-most laminae. Trapped below this blister,
the carbon vapor has a chance to coalesce into soot mixed with other
condensed carbon fragments until the vapor pressure becomes great
enough to slit the blister or tear the edge in the weakest area and
release the trapped mixture.

With pyrolytic'graphite in two successive runs, the
breaking of the plastic "skin" was quite visible on the video scan
monitor as well as in the movies. A white incandescent bulge
appeared, tore at the right edge, lifted up and burned back from the
reactive broken edge exposing a much cooler, black underlayer which,
in turn, became incandescent, lifted, and similarly disappeared. In
one run, this occurred twice; in the other, three times. The rise and
fall of the recorded front surface temperatures, twice and three
times, verifies the observations. The front face temperature
recorded with TBR was considerably lower and has a shallow wave form
consistent with the more fluid or plastic top laminate during
irradiation.

Multiphoton Absorption: Initially by Carbon

This discussion would be incomplete without some remarks

about the initial stages of irradiation. Each mole of photons in the
10.6um laser beam carries only 2.7 kcal (0.9 kJ) of equally distri-
buted energy. This energy is only sufficient to initiate restricted,
rotational motion of one C-C bond per photon absorbed. Each bond
must absorb many quanta of this energy to approach the energies for

bond vibrations, for electronic transitions resulting in light
emission, and ultimately for bond breaking or the initiation and
support of an energy-absorbing chemical reaction.
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One observation from the high-speed movie record of a
sample of TBR is that the first frame showing a visible change
occurred 1.41 seconds after the start of laser action and showed the
cross-hatch appearance of the incandescent carbon fabric just as the
matrix melted. In the next frame, this was obliterated in the over-
all incandescence of the fabric and matrix. This supports the
belief that carbon, rather than the tungsten carbides, is capable of
absorbing significant amounts of radiation at 1O.6pm. This is a
requirement for interaction of photons with matter.

From these data and observations, we conclude that the
sequence of reactions is the following:

" Multiphoton absorption of 10.6um radiation by carbon to raise
it to incandescence and a sufficiently high temperature to
soften the tungsten-carbide/carbon matrix.

" Initiation of rapid carbon migration from solid carbon through
the tungsten carbide matrix to the liquid-vapor phase boundary
in a highly endothermic process.

* Escape of hot atomic (or ionic) carbon either from this
surface as vapor or across this surface to produce an incan-
descent pyrolytic graphite ring.

* As a concomitant reaction, lifting of the top layer of the
laminate intermittently to release clouds of soot and vapor
which have cushioned lower layers from direct conductive
heat transfer.

SUMMARY

To recapitulate and add some corollaries, the damage-
limiting mechanisms provided by TBR under CO2-1aser irradiation
include:

" reradiation of higher energy photons by multiphoton-activated

carbon;

* reflection of substantial fractions of laser energy as the
tungsten carbide both on and under the surface laminate
becomes molten;

" protection of carbon fabric from air erosion by the molten
matrix;

" lateral energy transfer through molten carbide-coated carbon
fabric layers;

" limitation of energy transfer from layer to layer by pro-
tective blister formation;
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*intermittent detachment of radiating reacting layers from
the substructure;

*the highly endothermic, renewable reaction system of
tungsten carbides and carbon which facilitates a smooth,
relatively slou burn;

e mechanical strengthening of the burn area in this laminar
material by transport and resolidification of the molten
matrix and deposit of pyrolytic graphite in the vicinity of
the laser burn.

We submit that this analysis defines the major sequence of
events that occur when TBR is irradiated by a C02-laser and that it
provides a reasonable model to explain the outstanding thermal response
of this material.

REFERENCES

1. E. Rudy, "Ternary Phase Equilibria in Transition Metal-Boron-

Carbon-Silicon Systems," Part V, AFML-TR-65-2, Air Force
Materials Laboratory, June 1969, p. 192.

2. H. L. Schick, "Thermodynamics of Certain Refractory Compounds,"
Vol 2, Academic Press, New York, 1966, pp. 83, 85.

3. D. A. Gupta and L. L. Seigle, Metall. Trans., 6A, 1939 (1975).

4. Y. S. Touloukian and D. P. DeWitt, "Thermophysical Properties

of Matter," Vol 8, IFI/Plenum, New York, 1970, p. 830.

5. H. B. Palmer and M. Shelef, "Vaporization of Carbon,"
Chemistry and Physics of Carbon, Vol 4, Marcel Dekker, Inc.,
New York, 1968, p. 129.

6. E. K. Storms, "The Refractory Carbides," Academic Press,

New York, 1961, p. 154.

7. M. A. Omar, "Elementary Solid State Physics," Addison-Wesley
Publishing Co., Reading, MA, 1978, pp. 21-23.

8. R. D. French, PhD Thesis, Brown University, Providence, RI,
1967.

9. G. V. Samsonov, "High-Temperature Materials: Properties Index,"
Plenum Press, New York, 1964, pp. 96, 100-01.

99



*PINNICK, JENNINGS and

CHYLEK

RELATIONSHIPS BETWEEN EXTINCTION AND MASS
CONTENT OF ATMOSPHERIC FOG AND MILITARY SMOKES (U)

RONALD G. PINNICK, PhD
S. GERARDJENNINGS, PhD

ATMOSPHERIC SCIENCES LABORATORY
WHITE SANDS MISSILE RANGE, NEW MEXICO 88002

PETR CHILEK, PhD

CENTER FOR EARTH AND PLANETARY PHYSICS, HARVARD UNIVERSITY
CAMBRIDGE, MA 02138

INTRODUCTION:

A possible relation between the extinction (or
atmospheric visibility) and particle mass content of fogs and
aerosols has been a subject of interest to many scientists since
the beginning of the century. 2 ,1, , 13 ,25,3,17, 19,1,2 If such a
relation exists, it would be of considerable practical interest
since then remote sensing extinction measurements would yield
information concerning the fog or aerosol mass content, and vice
versa, from mass content measurements (which are more easily done
at various meteorological stations) one could deduce the extinc-
tion properties of fogs and aerosols--at least at definite wave-
lengths.

All previous attempts to relate the extinction (or visi-
bility) to the mass content of fogs and aerosols were only par-
tially successful since all derived relations also turned out to
be functions of the particle size distribution, and thus the
derived relation varied from one case to another.

We will show that at definite wavelengths, which are
determined primarily by the size of the largest particles present
in a given polydispersion of fog or smoke aerosol particles, there
exists an unambiguous relation between the extinction and mass
content which is independent of the form of the particle size
distribution.
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EXTINCTION AND MASS CONTENT OF FOG AND SMOKE AEROSOL:

Consider a polydispersion of spherical aerosol particles

characterized by a size distribution n(r) and refractive index
m. We want to derive relationships between the aerosol extinction

coefficient Ge and the aerosol mass content M given by

ae = fl r2Qe(m,x)n(r)dr (1)

M = irr n(r)dr (2)

where Qe(mx) is the Mie efficiency factor for extinction for a
particle with refractive index m and size parameter x = 21r/X at
the radiation wavelength X and p is the aerosol density.

It can be seen from the integrals in equations (1) and
(2) that for the extinction coefficient ce and mass content M to

be uniquely related for arbitrary particle size distributions
n(r), we must be able to approximate the Mie extinction efficiency
factor Qe(m,x) by a linear function of particle radius Q9 - r for
equivalently, let us say Qe(x) = cx as suggested by Chylek].' 5

Then the right-hand side of equation (1) contains the integral
fr n(r)dr and combining equations (1) and (2) yields

3wc
e -j-M. (3)

Unfortunately, the task of finding a wavelength for which

the Qe = cx approximation is a good one is formidable because in
general the extinction efficiency is a rather complicated function
of particle size, refractive index, and wavelength. Nonetheless,
examination of the form of the Mie efficiency function 0e(x) for
fog droplets, phosphoric acid droplets, HC, and carbon smoke

particles for wavelengths ranging from the visible through the
middle infrared reveals that at particular wavelengths the 0e(x) =

cx approximation is acceptable.

An example of such a wavelength for fog droplets is shown
in figure 1 where the Mie extinction efficiency function at X =

llvm is well approximated by Qe = cx, up to a maximum value xm g
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(corresponding to a maximum radius r m  1 4 m). Therefore, under

the constraint that fog droplets have radii not exceeding rm

14 m (which is not unrealistic for radiation and most advection

fogs), we expect a linear relation between extinction at X = llnm

and liquid water content of fog according to equation (3).

o'_
04

-

.

z Q5- Q CX-.

-

w Q(Mie)
Z

z0

0 0 5 15

SIZE PARAMETER X

Figure 1. The efficiency factor for extinction Oe for water

droplets versus size parameter x at a wavelength \

= llwm (index of refraction m = 1.153 - 0.0968i). The

efficiency factor can he approximated by a straight

line Qe = cx providing x <_ x m . The approximation

overestimates the exact value of 0 for some some size
,eparameters, but underestimates it for others (still

with x <xm). These two errors tend to cancel, leading

to the extinction coefficient being linearly related to

the liquid water content of fogs according to equation

(3).

We should point out that this linear approximation of the

Mie extinction efficiency is distinctly different than a Rayleigh

approximation, which requires the particle size (with respect to

wavelength) and phase shift he small ( Im - I I x << 1). Clearly,

this Rayleigh condition is not satisfied for size parameters as

large as x 8 as in f itgure 1.
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In the next sections we apply this approximation
procedure and the resulting extinction-mass content prediction (3)
to polydispersions of particles having widely different optical
properties: atmospheric fog, phosphoric acid, HC, and carbon
smokes. The success achieved with relation (3) attests to its
simplifying impact on the gamut of radiative transfer problems In
which atmospheric fog or aerosols play a role. Thus, our relation
(3) connecting particulate extinction to particulate mass content
should prove useful in such diverse research areas as earth
climate, remote sensing, and electro-optical communications.

APPLICATION TO ATMOSPHERIC FOG:

Before we can have confidence in applying the linear
relation (3) between extinction and liquid water content of fog we
should test its validity with existing measurements that are
available. Since simultaneous infrared extinction and liquid
water content measurements in fog do not yet exist, we calculated
the volume extinction coefficient oe using Mie theory and the
liquid water content M for 341 measured size distributions of fog
droplets reported in the literature. 1 0, 2 2, 1 3, 1 4, 2 1 The fog
measurements were chosen to represent a wide range of meteorologi-
cal conditions ranging from maritime and continental advection
fogs "', ' to inland radiation fogs. 9 10, 22, 21

The results of these calculations together with the
derived approximation equation (3) at A = 1um are shown in figure
2. Points showing the results of the Mie calculations are always
within a factor 2 of the straight line showing the equation (3)

approximation (ce = 128W) even though the extinction coefficient
and liquid water content ranges over almost four orders of magni-
tude with the considered size distributions. In view of the fact
that the ae = 128W relation is not a result of any fit to experi-
mental points, but rather an absolute calculation (by absolute we
mean that no free fitting parameter is involved) using equation
(3), we consider the agreement to be acceptable.

On the other hand, we do not expect a unique extinction-
liquid content relationship at all wavelengths. To demonstrate
this point, we present Mie calculations for the same 341 droplet
distributions at A = 4vmn in figure 3. For a given liquid water
content, the extinction coefficient varies by more than an order
of magnitude as a function of the size distribution.
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Figure 2. Variation of particulate extinction coefficient (at. -

llm) with liquid water content W. The points were
determined from 341 size distribution measurements of
atmospheric fog and haze made at different geographic
locales and under a variety of meteorological
conditions [open circles denote measurements of,
Pinnick,2 ' plus symbols of Garland and Roach" , 10,2 2,
square symbols of Kumai, 13 and solid circle symbols of
Kunkel" ]; the straight line labeled ae = 128W was
determined from equation (3).

APPLICATION TO PHOSPHORIC ACID AND RP SMOKE:

Phosphoric acid smoke differs from atmospheric fog in two
important respects. First, smoke particles are much smaller than
fog droplets; and second, they are generally strongly absorbing at
infrared wavelengths. These two characteristics result in Mie
efficiency factors Oe being well approximated by Qe - cx for most
infrared wavelengths, and consequently, we expect the extinction-
nmass relation (3) should be applicable throughout the infrared.
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I °O
z 1

10- 6 0

100-  0 0- -  I

LIQUID WATER CONTENT (g n -3 )

Figure 3. Variation of particulate extinction coefficient (atX

4im) with liquid water content for the 341 size distri-
~butions of fog and haze considered in figure 2.

To test this contention we have compared the ratio of the
extinction coefficient to mass content Oe/M predicted according to

our size-distribution-independent relation (3) to values of ae/M

determined from the transmission and mass content measurements of
Milham. is* The results, which are seen in figures 4 and 5, show

*The extinction coefficients oe were derived from transmission

measurements for which forward scattering corrections 7  and
multiple scattering corrections should be considered. Forward
scattering corrections arise from singly scattered photons that

enter the detector along with the unscattered (direct) radiation

due to the finite angular aperture of the detector. Similarly,
multiple scattering corrections arise from signal contributed by
multiply-scattered photons. Both these effects cause increased

detector signal and hence result in a smaller inferred extinction
coefficient if they are not considered. We estimate the forward
scatter corrections for the experimental setup ,used by Milham' 5 to

be not more than 3 perce a nd have neglected then; however, no
attempt was made to make quantitative estimates of multiple

scatter corrections.
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agreement of predicted and measured ae/M values to within 30
percent throughout the 3mm to 5pm and 8um to 12um atmospheric
window spectral regions suggesting the validity of relation (3)
for phosphoric acid smoke. The extinction-mass measurements in
figures 4 and 5 can only suggest (and not prove) the validity of
relation (3), as the measurements are for only one particular size
distribution of phosphoric acid particles.

2.0
E PHOSPHORIC ACID (60%)

-- 1.8

Z 1.6
_U1.4 3wc M)

. C THEORY (er 3 M)

LD 1.2 MEAS (MLHAM et oI,I977)

o 1.0
o0.8

UJ 0.6- 0 0 o 0
Z 

0 01- 0.4-
X
W

a, 0 . 2

U,

¢ 2 3 4 5 6
WAVELENGTH (.m)

Figure 4. Values of the ratio of aerosol extinction coefficient
to aerosol mass content (a /M in r'g-') predicted

ear tges bre diced
according to the size-distribution-independent linear
relation (3) (open circles), and measured by Milhamt 5

(smooth curve) for 60 percent phosphoric acid
aerosol. Good agreement between prediction and mea-
surement is obtained throughout the 3wm <_ X < 5=
spectral region.

In contrast to the phosphoric acid results, comparison of
the relation (3) to Milham'sIs measurements on RP smoke (figure 6)

show relatively poor agreement in the 8m to 12um spectral
region. The reason for the poor agreement is that the burning of
RP/WP smokes apparently results in production of an unknown chem-
ical species " whose refractive indexes cannot be approximated by

those of phosphoric acid [which was assumed in determination of
c(k) in relation (3)].
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E PHOSPHORIC ACID (60%)
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W 0.1 - MEAS. (MILHAM et al,1977)

7 8 9  10 IN 12 13 14
WAVELENGTH (/im)

Figure 5. Same as figure 4 except for the 8m < A < 12 m spectral
region.

APPLICATION TO HC SMOKE:

Like phosphoric acid and RP smoke particles, HC smoke

particles are much smaller than fog droplets. However, they arc
much weaker absorbers than these other smokes at most infrared
wavelengths, and as a result the Q. = cx approximation is less
accurate.

This inaccuracy is reflected in the comparison of ae/M
values predicted according to equation (3) with measurements of

Milham' 3 in figures 7 and 8. For some wavelengths in the 3um to
5wa and 8wm to 12m spectral regions the disagreement between
prediction and measurement is as much as a factor 2.5. Thus,

although we expect relation (3) to be successful throughout the
infrared for strongly absorbing phosphoric acid smoke, for Weakly
absorbing HC smoke our relation (3) should only he applied for
wavelengths around X = 4'm and X = IIum.
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RP SMOKE (65%)
0 THEORY (oe- 2X M)

MEAS (MILHAM,1976;DISSEMINATION BY BURNING)

SML = 485 g m-2 

05

Z0.3 
1110

A0 2

z4 -
S0.2

70 
II 12 13 4

WAVELENGTH (pm)
Figure 6. Same as figure 5 except for RP smoke rather than phos-phoric acid. In this case, measurements are shown for

two different aerosol mass loadings (N is the aerosolmass content and L the transmission chamber path

length).

APPLICATION TO CARBON SMOKE:

Caution must be exercized in applying the aerosol extinc-
tion coefficient-mass content relation (3) to carbon smoke because
in general the particles are irregular in shape and the derivation
of equation (3) requires the assumption of spherical homogeneous
particles. We know from extinction and scattering measurements on
slightly irregular particles by Greenberg, ' Zerull, 2 7 and
Pinnick,2 0 that providing their equivalent size parameters are
less than x = 3, they scatter like spheres. If carbon smoke
particles were only slightly irregular and if they had size param-
eters less than x = 3, we might expect that our neglect of irreg-
ular particle effects in the application of equation (3) to these
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particles might be of little consequence. However, some carbon

smoke particles, for example those measured by Roessler and

Faxvog, 23 consist of long extended chains of small (A).05m diam-

eter) spheres (figure 9). For these particles, we are probably

not justified in approximating their extinction efficiency by some

equivalent sphere extinction efficiency [as is done in determina-

tion of the parameter c in equation (3)].

Keeping in mind reservations concerning particle shape

effects, we have proceeded to compare the extinction

coefficient-mass relation (3) to transmission measurements made

through carbon smokes from several different sources. We chose

measurements reported by Hurley and Bailey1 2 on a hand-fired

Lancashire boiler operating at full load, by Conner and Holkinson 6

on an experimental smoke stack, by Roessler and Faxvog, 2 on

acetylene smoke, and from the Handbook of the Society of

Automotive Engineers (SAE), " fbr diesel engine smoke emissions.

2.4-
f 2.4 HC SMOKE (52% ZnCl 2)

2.0 0 THEORY((re= cM)
z 2Xpw
W - MEAS.(MILHAM,1976;PYRO DISSEMINATION)

S1.6 -ML 1.44 g m- 2

U_IL-
w
0o 1.2-
20 0

W 0.4--

< 01
3.0 3.5 4.0 4.5 5.0

WAVELENGTH (p.m)

Figure 7. Values of the ratio of aerosol extinction coefficient

to aerosol mass content (Oe/M in m2 -) predicted

according to the size-dlstributton-independent relation

(3) (open circles), and measured by Milham ' (smooth

curve) for HC smoke.
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The results of the comparison are shown in table 1 where
the values of ae/M predicted on the basis of equation (3) are

generally within 20 percent of those determined from the measure-
ments on various types of carbon smokes. Thus, even for quite
nonspherical smoke particles, the relation (3) correctly predicts
a relation between extinction and mass content, at least for
visible wavelengths.

CONCLUSIONS:

We have shown that a linear size-distribution-independent
relation should exist between the volume extinction coefficient
and particulate mass content of atmospheric fog, phosphoric acid
smoke, HC smoke, and carbonaceous smokes--but only at particular
wavelengths. The suitable wavelengths are X ljIm for fog, X
3u to 5urn, 8wn to 12wn for phosphoric acid, X 4 un, lln for HC,
and X Z 0.551mn for carbon smoke. These relations can be used to
uniquely connect the transmission across a path in a fog or smoke
cloud to the path-integrated particulate mass content, providing
forward scattering and multiple scattering corrections can be
neglected.
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TABLE 1

Comparison of measured and predicted values of the ratio of
aerosol volume extinction coefficient to mass concentration Oe/M
for carbonaceous smoke particles. The measured values of ae were
determined from visible transmissometer measurements under the
assumption that forwardscatter and multiple scatter corrections to
the inferred extinction coefficient are negligible. The measured
values of smoke mass concentration M were determined from filter
sampling. Also given are values of the smoke path length L and
the transmissometer wavelength X. The predicted values of a/M
were obtained from the size-distribution-independent relation Z3)
under the assumption of a particle density P = 2 g cm- '.

Predicted
[(from

'ass Path he/M equation (3)1

Concentration Length %,hvelength Oe/l =3%c/2xc
Reference M(g M") L(m) k( Im) (m zg- ) (mg"1)

Black Smoke 0.29 0.305 0.55 8.04 9.5
(coal stoker) 1.05 0.305 0.55 8.38
hiurley and 2.40 O.IM 0.55 8..
Bailecy (1958)

Slack moke 0.16 0.10 O.S6 8.78 9.3
(oil fired 0.5s 0.10 0.56 9.61
smoke stack) 1.0 (0.10 0.56 9.52
Conner and
Hlodkinson (1967)

Acetylene smoke 0.n155 1.935 0.514 9.q3 10.2
Roessler and 0.0527 0.10 0.514 q.96
Faxvg (1979) 0.120 I.R39 0.514 q.68

0.165 0.10 0.514 9.60
0.121 0.10 0.514 10.1

!)iesel Engine 1 0) n.10 0.55 6.79 q.5
Emi sston
SAF handbook
(1977)
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STATUS OF IMPROVED AUTOROIATIVE

LANDING CAPABILITY RESEARCH
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Introduction

Current Army helicopter flight tactics require frequent operation at
low level and low speed conditions ordinarily restricted by flight
safety. TWhle this nap-of-the-earth (NOE) flight does reduce proba-
bility of detection, it necessitates that the helicopter be operated
within the envelope shown in Figure 1. Within this envelope the
unique autorotative landing capability of the helicopter, which is an
inherent safety characteristic heavily relied upon during in-flight
power loss and other emergencies, is severely diminished or eliminated.

While the frequency of all emergency autorotative landings (i.e.,
rate per 100,000 flight hours) has decreased over the past several
years for Army single-engine fleet helicopters, the percentage of
unsuccessful landings resulting from emergency autorotations has
remained relatively high. United States Army Safety Center accident
statistics reveal that at least 30 percent of all emergency auto-
rotative landings involving AH-l, UH-i, 0H-58, and OH-6A helicopters
result in some degree of vehicle damage or personnel injury. These
statistics further indicate that the probability of each of these
helicopters experiencing at least one emergency autorotation accident
during an assumed 10,000-hour service life is as follows:

OH-6 94.07
AH-I 77.57
0H-58 76.3%
UH-1 63.3%
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(NOTE: "Emergency autorotation accidents" include damage classifica-
tions ranging from "precautionary landings" to "major damage".)

These autorotation accident statistics, coupled with the current emphasis
on NOE operation, the potential high threat environment of the modern
mid-intensity battlefield, the high cost of aircraft and their mission
equipment, and the value of highly skilled crews, command renewed
attention to engine-out survivability. Recent design studies and
supplementary research of previously documented findings indicate
that it is possible to significantly improve helicopter autorotation
capability and reduce demands on pilot skill through helicopter rotor
energy augmenting concepts. This paper discusses results of current
studies as well as an outline for future in-depth research which will
define optimum approaches and answer detailed design questions which
are beyond the scope of current efforts.

Notation

AE Auxiliary energy for concepts other than hica
energy rotor

- Maximum rotor average lift coe FitI;v-L
max R2 2)

. mxrat coefficient = T/( 7r p R) 2

DL DIsk loading = W/7T R 2

EE Engine energy during autorotation, HP-sec

E req Total energy required in autorotation

° req Total energy required in autorotation at disk
loading =3, Sea Level Standard (SLS)

h Height above ground level, ft

YE Helicopter kinetic energy due to horizontal
velocity, IHP-sec

K Empirical constant relating initial hover power to
average power

Ib Rotor inertia per blade, slug-ft
2

118



PLEASANTS AND WHITE

2I Total rotor inertia, slug-ft

PE Potential energy, HP-sec = Wh/550

P(t) Engine powertavailable during autorotation, horsepower
(SHP-SHP f) e + SP f

R Rotor radius, ft

2 2
RE Rotor energy, HP-sec = I ( o o - m in)

R 1100 SHP

SHP Initial hover power, HP

SHPf Minimum engine power, HP

SHPhover  Hover shaft horsepower out of ground effect

oge
t Flight time, see

td Collective time delay, sec

(t/k) Autorotation index, sec

V Autorotation vertical touchdown velocity, ft/sec

W Helicopter flight weight, lb

Wrs Rotor group weight

rs
Wo rsRotor group weight at disk loading = 3, SLS

S2 o Normal rotor rotational speed, rad/sec

S2 min Minimum rotor rotational speed, rad/sec

6 Average blade profile drag coefficient

77 Overall helicopter efficiency factor

P Density

a Rotor solidity
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Autorotation Accident Statistics

The rationale supporting the need for the initiation of the investi-
gation reported in this paper lies in the simple analysis of real-
world autorotation accident data. Based on data supplied by the US
Army Safety Center (USASC), an attempt was made to define first order
critical or troublesome parameters that either affect individual heli-
copters or carry a common thread among all of the subject helicopters
(i.e., 17-1, AH-I, OH-58, and OH-6).

The USASC data was instrumental in identifying overall causes of
emergency autorotations and accident frequency of occurrence trends
for the subject helicopters. The major categories of "cause-related
factors" or factors which precipitated the emergency autorotation and
subsequent accident are summarized in Figure 2. As might be expected,
engine failure contributes the highest single "cause-related factor",
with human error being second. In an attempt to define abnormal
accident rates within the normal operating ranges of such parameters
as airspeed, height above ground level (AOL), gross weight and mission,
a relation to actual operational time spent by the subject helicopters
at each flight condition or in each mission segment was formulated.
Southeast Asia (SEA) Operational Flight Loads Investigation data was
available for the AH-lG, OH-6A, and LH-lH helicopters based on an
approximately 200-flight-hour operational survey conducted for each
aircraft consecutively from 1968 through 1972.

The surveyed flight hour trends were in concert with the accident
rates in all areas in which comparisons could be made. Unfortunately,
the operational survey sumrary reports did not include data adequate

to define the exact AOL height for the recorded mission flight hours,
and thus the operational AGL height trends could not be directly com-
pared with USASC accident statistics. It is estimated, however, that
based on recorded average density altitudes and outside air tempera-
tures, the AH-lG, OH-6 and UN-lH aircraft spent 30 to 50 percent of
their mission time at heights of 1000 feet or lower. This estimate
agrees with accident statistics which indicate that just over 50 per-
cent of the emergency autorotational accidents (due to noncombat causes)
were initiated from witbin this height band. For all four of the
subject helicopter types the trend of unsuccessful autorotations at
constant gross weight increases with decreasing height, as shown in
Figure 3. The height below which most accidents occur (< 500 ft)
encompasses nap-of-the-earth (NOE), contour, and low-level flying
currently in vogue for modern battlefield tactics.
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Recent Experimental Work - High Energy Rotor System (HERS)

The Bell Helicopter Textron High Energy Rotor System (HERS) discussed
in References 1 and 2 has demonstrated the ability to increase rotor
inertia to eliminate or reduce the low speed portion of the H-V c,,rve.
An OF-58A helicopter was used as a test bed with blades modified by
adding tip weights and structural strengthening. Bell Helicopter
built the test hardware and conducted preliminary tests to expand the
flight envelope. The HERS was then extensively tested under a
contract with the Army Applied Technology Laboratory with investiga-
tive emphasis on the effect rotor inertia has on flight safety,
performance, agility and control. The benefits and some of the
penalties of high inertia rotors are discussed in detail in Reference
2. This paper will discuss only the impact of increased inertia on
the low speed H-V avoid area.

The HERS concept uses the stored energy resulting from increased rotor
inertia to reduce the H-V avoid region. The flight test rotor allowed
testing of high (I - 672), mid (I - 500), and low (I - 323) rotor
inertia configurations. Testing idicated that as rotor inertia In-
creased, the H-V curve collapsed to a critical condition of hover at
a height equal to that at the "knee" of the normal rotor curve
(approximately 100 ft). This condition has been used as the design
point for sizing auxiliary rotor energy concepts discussed later in

this paper.

The essential summary results of the extensive H-V autorotation
testing are compared in Figure 4 to the standard OH-58A results from
earlier Army Engineering Flight Activity (AEFA) qualification flight
tests. Three significant factors may be seen from this figure: the
effect of increased inertia on the H-V curve, the difference between
the operational and maximum performance H-V curves, and the apparent
difference between the standard 01-58A and the HERS low Inertia Y-V
curves.

The HERS and standard OH-58A maximum performance H-V curves represent
the maximum autorotational performance demonstrated by the test pilots.
The operational curve is adjusted for average pilot technique by
allowing a 2-second collective delay. In determining the maximum
performance curves, the test pilot immediately adjusted collective
when power was reduced.

The OH-58A and the HERS low inertia configuration are nearly

equivalent aircraft but demonstrated significantly different H-V curves.
For the HERS low inertia configuration, the high-hover point was
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lowered and the low-hover point raised. A more effective flare,
thought due to the slightly wider chord blades of the HERS configura-
tion, is suggested as being responsible for the two hover point improve-
ments. The slight worsening of the "knee" of the HERS "deadman's"
curve is possibly due to the aerodynamically dirty blades as a
consequence of upper and lower surface strengthening doublers along
the blade radius from root to tip. The differences between these
curves may also be attributed, at least in part, to a difference in
technique rather than a true difference in the H-V curves. Subsequent
calculations indicate that for similar technique, the OH-58A and the
FERS low inertia P-V curves would have been nearly identical.

Analytical Methodology - Autorotation Maneuver Program (AMP)

The development of the autorotation methodology discussed herein
stemmed from both the lack of an economical and accurate prediction
tool for in-house autorotation analysis and the obvious need to
investigate potential autorotation improvements, as evidenced by the
USASC accident statistics. Available analyses proved insufficient
for various reasons. Through competitive procurement a contract was

subsequently awarded to Sikorsky Aircraft to develop and correlate
a computer program capable of simulating not only typical autorotation
maneuvers but also the nonstandard helicopter autorotation profiles
with various types of auxiliary rotor energy devices. The method of
analysis is basically an energy and force balance procedure and is

outlined in Figure 5. This Autorotation Maneuver Program (AMP) is
capable of generating height-distance-time relationships for any of
three different flight regimes: (1) taleoff, (2) landing, (3) auto-
rotation, or any combination of the three.

To accommodate emergency conditions, the program prcvided for evalua-
tion of auxiliary power units, rotor tip rockets, Jet Assist Takeoff
(JATO), flywheels, drag brakes, and dropping of external loads.
Provisions have also been made for calculating the minimum H-V
envelope for user-specified constraint criteria. The details of the
formulation and initial correlation efforts are contained in draft
form in References 3 and 4. The analysis is currently viewed as
developmental and has achieved mixed success to date. The fundamental
analysis is viewed as basically sound, as demonstrated by the para-
metric sensitivity trends of Table A, which have been corroborated by
other findings, and the H-V curves of Figure 6, which compare
moderately well with both flight test and operator handbook sources.
However, an internal, automated method of determining the minimum H-V
curve has proved unreliable in evaluating the impact of high energy
systems on the H-V curve as shown in Figure 7. The curves for the
OR-6A in Figure 7 illustrate the anticipated reduction of the 1l-V
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envelope with increased rotor inertia. The AH-IG, on the other hand,

seems to indicate an insensitivity to inertia. This insensitivity is

considered to be due (at least in part) to the "typical autorotation"
control algorithm "hard-wired" into the AMP automated procedure.
Subsequent computations with the AMP in the "you-fly-it" mode produced
more realistic results.

The extensive time history data obtained during the HERS flight test
was used to provide additional validation of the basic AMP analysis.
The data from several flights was extracted from Reference 2 and
duplicated using the AMP manual "you-fly-it" mode. Exact duplication
of the flight path is not practical with the current program,
although it may be closely approximated. Rotor energy at any point
in time is directly porportional to rotor speed (RPM), and in general,
the prediction of the rotor RPM bleed appears adequate for initial
studies. Improved program flexibility to better model specific flight
time histories and further improve the basic energy formulation could
be expected to improve correlation. To obtain satisfactory correla-
tion with the HERS data, it was necessary to model the engine power
time history. A typical breakdown illustrating the relative importance
of the various sources of energy in HERS autorotative landing tests
is shown in Figure 8. During these tests a large amount of residual
engine power remained, decreasing exponentially with time to idle
following throttle chop. Actual engine failure time histories may
vary considerably from the throttle chop time histories shown in the
HERS flight test. The very limited amount of existing data indicates

that actual emergency engine power loss may vary between instantaneous
failure to a slow failure over 30 to 90 seconds. The worst case of
power loss, that is, instantaneous failure of the engine, was used as

the design condition for most of the auxiliary energy concept designs

presented later in this paper.

In order to better evaluate the AMP automated H-V curve procedure,
the operational curves (based on t d- 2 sec, Vv - 5 ft/sec, and

dD

instantaneous power loss) were calculated using the automated
"minimization" scheme (Figures 9 through 12). The AH-lG and OH-58
operational H-V curves were reasonably approximated by the program.
Manual mode calculations for the UH-60 indicated no H-V avoid area
for the one-engine-inoperative (OFT) condition studied for vertical
touchdown velocities on the order of 8 ft/sec, in contrast to
Figure 11. The operator's manual claims no low speed avoid area for
the UH-60 at 16,000 pounds gross weight, SLS. (Note the scaling of
Fip'ure 11 and that of the other H-V curves for an indication of the

relative influence of OEI and power-off effects.) The Advanced Scout
Helicopter (ASH) projected H-V curve was expected to have autorotation
characteristics similar to the AH-1. Manual mode calculations indicate
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that the AMP "minimization" generated curve shown in Figure 12 is not

representative of the ASH design's true characteristics. Subsequent

computations with slight alterations to the input limits for minimum
touchdown rpm and maximum rotor thrust (CT/a) produced more realistic
H-V envelopes (very simIlar to the AH-lG results in Figure 9). In

summary, the automated method appears to give only a starting point
for analysis. The program manual mode must be used to accurately

determine the H-V avoid region.

Predesign Autorotation Criteria

A number of autorotation indices have been developed which allow
comparative evaluation of a helicopter's autorotational performance
without resorting to a detailed time history calculation. References
1 and 5 review a number of these indices. The equation

(t/k) = IR ( Q o2  - S2 min) seconds (1)
1100 SHPhover OGE

is typical of these indices. The minimum rotor speed can be related
to maximum rotor lift capability by

Q2 min - C/oC  (2)

Kl(CL
max

6
where Ki = .8 and

C = 1.0 to 1.2
L
max

The primary limitation of indices such as (1) is that extrapolation
to a new design is difficult or impossible if the required information

on a similar design is not available. Estiration of actual power
required, the effect of all energy terms, the effect of vertical touch-
down velocity, and the variation of the index with the H-V curve must

be treated to accurately study the elimination of the "deadman's"
curve.

An empirical index for analysis of helicopter autorotatlonal perfor-
mance has been developed based on the data contained in References 2
and 6. This index relates the time of flight to the ratio of total
energy available to average Power required and is given as

t PE KE + RE + EE + AE (3)
K SHP
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The flight time, t, has been empirically related to the initial hover
height as shown in Figure 13. The crosshatched area of Figure 13
represents primarily the data from References 2 and 6 but also includes
data from References 7 through 11. The majority of the data for
current helicopters was found to be well represented by

t = (h/l.75)'
5 ()

Equations 3 and 4 define the minimum acceptable initial energy level
required to land with zero touchdown velocity from any height. The
power required, however, varies considerably during an autorotative
descent. This variation in power is primarily a function of main
rotor thrust, rate of descent, tall rotor thrust, and ground effect.
The average power during autorotation for the lower hover point ( 100
ft or less) was found to be about 83 percent (K = .83). Time
histories generated with the AMP indicate that K decreases with
increasing height. As the primary emphasis of this study was the
elimination of the H-V curve, no attempt was made to generalize K
with height or initial velocity. The relation for t shown in Figure
13 was derived for maximum autorotative performance (t = O) and a
vertical touchdown velocity of zero. Equation 4 was m9dified to

include estimates of the effects of touchdown velocity and time delays
such that

t = -.38V + (.38V ) +7h + td (5)
V1D V Dd

3.5

Equation 5 was derived based on an Idealized model of a typical auto-
rotation acceleration-deceleration time history. This approximation
has shown reasonable agreement with AP calculations, but should be
regarded as an area requiring additional study.

Equations 3 and 5 may be combined and solved for the desired unknown.
Typically, height would be specified and the desired quantity (i.e.,
inertia for a high energy rotor) may be determined as given In
equation 6.

TP 11 i00
s2100 2 [t(K)(SIT) - PE - EE - KEJ (6)

In general, it was found that the kinetic energy was negligible for
an initial lover condition at 100 feet or less.
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Auxiliary Rotor Energy Concepts for Autorotation

The approach of a related Independent Laboratory In-House Research
(ILIR) investigation currently underway is to examine the autoro-
tative performance benefits of several devices that have the effect

of augmenting helicopter main rotor energy.

Simply stated, this performance objective is to provide adequate
emergency power to the main rotor, by either torque-free or torque-
generating concepts in conditions of partial power or zero power from

the primary propulsion system, to significantly reduce the baseline
vehicle H-V envelope. The ILIR investigation is concentrating on six
emergency power concepts gleaned from the fairly comprehensive list
of candidate systems in Table B. The investigators felt that these
concepts -- high inertia rotor, flywheel(s), tip rockets (solid and
liquid propellant), rocket turbine or auxiliary propulsion unit (APU),
and hybrid propulsion syster -- offered the highest potential for

meeting the auxiliary rotor energy performance objective. An as-yet-
unpublished Applied Technology Laboratory report will detail the

efforts of this ILIR investigation and describe the selected concepts
and the associated pros and cons. This paper presents some initial
estimates of the cost (in terms of energy and weight) of two of the
above systems as well as some of the design options available and the

expected payoff of a successful system.

The autorotation criteria given by equation 3 were used to para-
metrically investigate the total energy required to eliminate the H-V

avoid region of the subject helicopters with both the high inertia
rotor and the solid propellant tip rocket auxiliary energy concepts.

1his required energy is primarily a function of power required, which

is given as:

SHP KC 15 + 61(T g R) QR 1 (7)

8' C 8 C 550 17

Energy required increases with disk loading, design altitude, and
temperature as shown in Figure 14. These trends were essentially
independent of gross weight or auxiliary energy concept.

The relative rotor weight penalty to eliminate the H-V curve with a
higi' inertia rotor is shown in Figure 15. The weight penalty is
strongly dependent on the rotor disk loading and the engine failure
time history. The relative weight penalty was insensitive to gross
weight. Th.e baseline rotor group weight at all disk loadings was
predicted using statisical trend relations for advanced structural
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technology. The baseline rotor group weight was then adjusted to a
constant autorotative performance (i.e., same H-V curve) typical of
current helicopters. A significant portion of the blade weight
savings attributed to advanced structural technology was lost when

the baseline cases were adjusted to have the same H-V curve.

The O-58A (3050 ib), the LH-60 (18000 ib), and a single-engine ASH
(5108 lb, DL-6) were selected along with the high inertia rotor and
the solid propellant tip rockets for point designs which would eliminate
the H-V curve at SLS conditions. The results of this study are giver.
In Table C. The weight penalty required to eliminate the H-V curve
for complete engine failure and a collective control time delay of 2

seconds is very large for the high inertia rotor concept. Tip rockets
appear to offer a far more weight-efficient system, but pose many
unanswered questions pertaining to rocket design, systems dynamics,
and reliability. The RPM decay of the rotor for the OH-58A with the
two systems was generated with the AMP and is shown in Figure 16.
The difference in response is primarily due to the fact that the high

inertia rotor has no activation time delay and provides over the whole
flight, while the tip rocket has a finite activation time delay and a
limited time during which it provides energy to the system.

The influence of touchdown velocity on a high inertia rotor system
for an ASH design is also shown in Table C. Significant weight

reductions are possible through use of the landing gear and fuselage
to dissipate the energy of high touchdown velocities without injury
to the crew.

The twin-engine UH-60 was used to study the effect of both the power-off
and the one-engine-inoperative (OEI) conditions. The rotor energy of
the LH-60 is lower than that of most single-engine helicopters. The

design experiences a large weight penalty for an auxiliary energy
concept capable of eliminating the F-V curve for fallure of both
engines. For the loss of only one engine end moderate touchdown
velocities (on the order of 8 ft/sec), calculations predicated no H-V
avoid region for a gross weight of 18,000 pounds at SLS. The weight
of either a high inertia rotor or a tip rocket system sufficient to
allow a zero touchdown velocity for the OFI condition was not
prohibitive.

Beyond the obvious safety aspects of having an on-board energy
augmentation source, the economical benefits could be substantial.
The data presented in Figure 2 indicates that 71 percent of all.
emergency autorotation accidents were Initiated by failures in either

the fuel system or the engine. Approximately 17 percent of these
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categories of accidentt; resulted in minor to major damage. Based on
the assumption that 67 percent of these fuel system and engine related
accidents would be preventable or at least attenuated with an
auxiliary energy device, the estimated value of the preventable damage
was $37,700,000 for a recent 7-year period.

Concluding Remarks

Areas In which significant progress has been made in providing an
improved autorotative landing capability include:

- The successful reduction or elimination of the "deadman's" curve
by the HERS. Fxcessive weight penalties (30 to 90 percent of useful
load) for complete elimination of the F-V curve (which implies total
power loss) make the HEFS concept unattractive for all single-engine
vehicles.

- The development of an analytical tool capable of evaluating new
auxiliary energy concepts. Current efforts have identified the need
to refine the basic AMP analysis, with particular emphasis on the
determinrtlon of optimum P-V curves.

- 1he development of new predesign criteria that may be used to
make preliminary estimates of the impact of auxiliary energy concepts.

- The identification of a number of feasible approaches toward
providing high energy systems to eliminate the low speed H-V avoid
region. The use of the landing gear to absorb the energy of high

touchdown velocities can result In large reductions (up to 50 percent)
in the weight required for an auxiliary energy concept. Even with
the use of the landing gear capability, single-,ngine helicopters
will require concepts with a high energy per unit weight (tip rockets

for evample) if the H-V avoid curve is tc be eliminated at reasonable
weight penalty. The GET case for twin-engine helicopters greatly
reduces the F-V curve compared to single engine designs. Hence, energy
augmenting concepts like the HERS, which are unattractive for single-
engine designs, may provide the best approach for twin-engine
configurations.

Areas of ongoing work Include:

- A detailed definition of the optIrri approach and technology
necessary to Improve helicopter autorotaticn without seriously
degrading vehicle agility and maneuverability.
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- An improved analytical methodology that will encompass pilot
control techniques, touchdown dynamics, greater flexibility to determine
the optimun H-V curve, and improved overall accuracy.

- A definition of Army autorotation requirements.

Areas in which additional effort is planned or desired include:

- Improved accident statistics to allow determination of the
critical factors in unsuccessful autorotations.

- Flight simulator investigatiorf of integrated pilot technique
with autorotation assist concepts, pilot in-the-loop training, and
electronic cockpit displays and/or automatic descent controllers.

- Experimental and full-scale investigations to update technology
containee in much of today's analysis methodology and to design,
fabricate, and flight test helicopter energy augmentation concepts
for effectiveness, control technique verification, and operational
suitability.
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TABLE A
AUTOROTATIONAL PARAMETER SENSITIVITY TRENDS

.ARAUEFECT ON H-

DISC LOADING (INCREASE) DEGRADES DEGRADESALTITUDE INCREASE) DEGRADES DEGRADES
CG MOVING AFT) DEGRADES DEGRADESROTOR INERTIA (INCREASE) IMPROVES IMPROVESALLOWABLE F ARE ANGLE DEGRADES DEGRADESDECRE6SE)
AIRFOIL (DEI REASE DRIG) IMPROVES IMPROVES
TIME DELAY INCREASE) DEGRADES DEGRADESINITIAL NR INCREASE) IMPROVES IMPROVES
AIRFRAJ. DRAG (INCREASE) DEGRADES DEGRADESAIRFRAME STATIC STABILITY NO CHANGE NOTED NO CHANGE NOTED

DECREASEI
VEITICAL IMPACT SPEED IMPROVEb IMPROVES

(INCREASE)

BO YALTITUfE AT TOUCHDOWN DEGRADES DEGRADESB(DECREASE)

, ALLOWALE CT/O DEGRADES DEGRADESM(DECREASE)

TABLE B
CANDIDATE AUTOROTATION DEVICES

ACTIVE ENERGYl DITON PASSIVE STRFn ENERy

TIP PULSE JET HIGH INERTIA MAIN ROTORTIP TURBO JET MOVABLE BLADE WEIGHTTIP RAM JET MECHANICALLY DRIVEN GYROTIP ROCKET (LIQUI p) OR FLYWHEELTIP ROCKET SOLID) HYDRAULICALLY DRIVEN GYROROCKET TURBINE GAS GENERATOR ELECTRICALLY DRIVEN GYROAUGMENTED ENGINE GAS PHEUMATICALLY DRIVEN GYRO
GENERATOR

AUXILIARY POWER UNIT
DUAL STANDBY ENGINE
PRESSUR ZED GAS EJECTION LIFT JETHYBRID AUXILIARY TURBINE GAS LIFT ROCKET SOLID)EJECTION AND SHAFT DRIVE) LIFT ROCKET (LIQUID)
COMPRESSED AIR EJECTION
WET OEI BOOST
DRY OEI BOOST

ROTOR OVERSPEEDE u akr SQRPUIIDA ROTOR BL CONTRO
PARACHUTE ROTOR FLAPS AND/OR SLATSAIRBAGS 

JET FLAPSLANIR G GRAUTOMATIC 
POWER MANAGEMENTLANDING GEAR JETrISONABLE COMPONENTS

VARIABLE ROTOR GEOMETRY
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TABLE C

WEIGHT AND ENERGY REQIIIREMENTS

FOR TWO AUXII.JARY ENERGY CONCEPTS

AIRCRAFT CONCEPT FV) td ENERGY W
(ft 'sec) (see) (I1P- sec) (lbs)

OH-58A A (1) 0 0 77 67
OH-58A A 0 0 696 210
OH-58A A 0 2 M119 337
OH-58A B 0 2 119 26
ASH A (I) 0 ) 1160 424
ASH A 0 2 3156 1155
ASH A 20 2 2223 814
ASH A 42 2 1511 553
ASH B 0 2 3156 80
UH-60 A 0 2 11567 2418
UH-60 A (2) 0 2 453 95
UH-60 A (2) 8 2 0 0
UH-60 B 0 2 11567 227
UH-60 B (2) 0 2 453 9

Concept A - High Inertia Rotor
Concept B - Solid Propellant Tip Rockets
(1) Engine power time history typical of HERS flight test throttle chop
(2) One Engine Inoperative (OEI)
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Introduction
The weaponry used against the United States Soldiers in the

Vietnam conflict produced wounds which required modification of numer-
ous accepted conventional treatment methods and also resulted in new
methods of treatment. However today with the scenarios predicting
the appearance of new small high velocity missiles, these treatment
methods may be outmoded. Therefore, if surgical treatment capabili-
ties and doctrine are to keep pace with these new advances in combat
arms, new baseline data must be found through controlled studies to
determine the morphology of wounds caused by such projectiles and to
establish and disseminate treatment data which will provide optimum

treatment to the soldier.
The inventories of fielded weapons of many nations include

anti-personnel weapons and devices with the capability of hurling pro-
jectiles of varying sizes (2-25 grains) at peak velocities which ex-
ceed 8,000 feet per second (fps). Due to the extremely high energies
and small sizes of these missiles, they produce entirely Oifferent
wounding patterns as compared to the so called "conventional" weapons,

such as used in Vietnam, which imparted speeds usually not exceeding
3500 fps. Due to this lack of knowledge concerning wound production
and morphology, morbidity and mortality, it is imperative to generate
baseline data on such wounds for the combat casualty management teams.
Such information will enable these teams to establish methods and
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doctrine for casualty management usable in future conflicts.

The maxillofacial complex is the only vital area of the body
totally unprotected during combat and therefore highly subject to in-
jury by high velocity missiles in any conflict.

History of Combat Maxillofacial Wounds

A review of the literature suggests that most advances in the
surgical treatment of wounds have historically ocurred during periods
of combat or armed conflict. Although gun-powder-propelled missiles

have been used in combat for hundreds of years, it was not until the
Napoleanic Wars in the late eighteenth century that wide debridement of

wounds was initiated (Schwartz, 1944). This debridement was probably
quite crude because, as far as can be ascertained from the literature,
it was not until the Crimean War (Mid-19th Century) that recorded ob-
servations are available concerning a very important principle of de-
bridement. That is, the extensive vascular supply to the maxillofacial
region makes debridement of this region basically different from that

of other areas (Macleod, 1862). This principle, obviously, is just as
valid today as it was then.

As one would suspect of trench warfare, World War I produced
a high number of severe maxillofacial injuries; the trench protected
the body, the helmet protected the head, and the face was the major
point of exposure (Converse, 1942). He further attributed the severity

of these wounds to machine gun bullets and bomb fragments hitting and
penetrating the tissues of the face. His observations were substan-

tiated by data from the Army Surgeon General. In 8,000 facial injuries
to the American Expeditionary Forces, 3,000 proved to be fatal (Blair,
1943). This high incidence of facial wounds was probably the driving
force behind the sudden surge in the development of new maxillofacial

treatment techniques. According to Kelly, 1977, (a), "This was the
first time in recorded history that a universal attempt had been made
to accomplish reconstructive surgery in patients who had sustained

maxillofacial battle injuries."

There is a paucity of reports concerning the develop-
ment of new and better diagnostic procedures, surgical techniques,

and other methods for improved care of patients with maxillofacial
injuries resulting from conventional missiles from World War I

(WWI) to World War II (WWII). In fact, in sp -e of the advances made
in the management of maxillofacial wounds during WWI, the importance
of debridement was again overlooked at the beginning of WWII; however,

this serious error in the proper surgical management of the conven-
tional maxillofacial injury was soon corrected (Kelly, 1977 [b]).

A review of 2600 KIA's in Vietnam revealed that 46.6% had

head and neck wounds. In Maughon's (1970) discussion, he stated
"...the large number of head and neck wounds (46.6%) was impressive,

especially those where a single wound or small fragment was the only
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apparent injury." When surgical treatment requirements are considered
for the combat environment, the other statistics of wound categories
are equally significant. Of the 303,469 war related injuries during
the period 1 January 1965 through 31 March 197 13, 10-15"! were of the
maxillofacial compl.x (Tinder, et al., 1969).

The importance of information concerning combat casualty
management of maxillofacial injuries lWct,'cs (.%(n m11ore signi f icant
when the following quotes froi:m Eme'Irnc... 1cA f1 SuriCery NATO Handbook

(1975) (a,b) are considered.
The number of high- Ve I oc i ty mis ; i IC wounds has been inc reas-

ing in succeeding wars of modern times; the increase resulted from the
use of high-velocity small arms and automatic weapons together with
reintroduction of the Claymore inine wii ch, up on detonation, emits num-
erous small spherical missiles at high velocity... Artillery, mortar,
grenade and mine fragments are irregular and vary not only in size and
shape but also in velocity. Both bullets and fragments are considered
to be primary missiles. Secondary mi.siles include shell wadding,
clothing, building material, rocks, and otIIr objects which are conver-
ted into wounding missiles by the e Itects (if the primary missile." In
the maxillofacial area secondary missi les also must include tooth frag-
ments such as enamel, dentin and11 bon1e. "The type of wound which re-
sults from a missile may he a simpl e contusion or a phenetraLting or
perforating wound. In a penetrating woulnd tliLe kinctic energy is dis-
sipated wholly into the tissues. In a perforating wound, the amount
of energy imparted to til' tissues is th differen1ce betLween the kinetic
energy remaining at the point of exit and tla t pe-sent i t lie wound of
entrance. ie density of the tissues at rI-ck determines til nature of
the wounds as described above. Kocher demonstrated in 1876 that
tissues which contained large Itiantitites )f water (body fluids) were
most severely damaged , and Daniel, in 1 944, carrel atid the severity
of high-velocity wounds with the specific .,,ravitv of the tissue in-
volved. Muscle is severely damaged because of its relatively high
homogenous density. In contrast, thC lung s:lstailuS less extensive
local destruction because of its low density, resulting, in absorption
of less energy and a small temporary cavily. Ti ;sties at varying den-
sity, such as fascia or bone, may divert thie ,irction of the missile,
resulting in bizarre wound tracts." This quote is part iculrlv ;appli-
cable to the maxillofacial area with it a incoreisd sI od supplv,
covering muscle and bony f-ramiewo rk.

Large projertilers art, not ire s a.Iry to llroducwe ilicalai i ta-

tion. Smal.l projectiles at hig,,her v(,lai iii,,; iin cri.att- is; much or
more incapacitation, the controllill, 1ii itis lit'il )', vir ations of velo-
city and projectile size. Rc ut hit.i , , i n' loi 1i .mti-per-
sonnel combat arms reveals tli t hind i.it, - ia'ii r ind t0her Weap)ns
are caretully desiltul .i ni fihi,.tI a nd iV thr Itir!'t Lnumbers
of small fragments in tLhc 2 to , iaiin i.a, at x--re Ilih vi clo i ti,.

1 10
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In an excellent study utilizing gelatin blocks, different sized

spheres, and velocities up to 2.09 Km/second (Charters and Charters,

1976), it was noted that "smaller projectiles will give up their

energy during penetration in a shorter distance than will larger pro-

jectiles of equal energy." To gain a better appreciation of the devel-

opment of a specific wound morphology, one of their observations is

quoted as follows: "The tissue moves spherically away from the pro-

jectile, opening up a temporary wound cavity that is characteristic of

high-velocity gunshot wounds. After the cavity reaches its maximum

volume, the tissue rebounds, collapsing into the cavity, leaving a

narrow residual wound track. The magnitude of the temporary wound

cavity is dependent upon the energy imparted by the projectile during

penetration of the tissue, since the energy decreased exponentially
with the distance penetrated."

When wounds of hard and soft tissues are evaluated (as

opposed to soft tissue only), major implications and complications

arise (Clemedson, 1973; Kabkob and Slepchenko, 1979). The striking or

wounding projectile may be the primary injuring missile, but it may be

only one of many contributors to the morphology of the wound. High

velocity projectiles, striking bone and/or teeth, produce numerous

secondary missiles, all of which have the potential of high velocity

movement within the tissue. Obviously, any or all of these secondary

missiles can produce extensive and distant damage in addition to the

damage of the positive and negative pressures resulting from the high

velocity of the primary missile. It is the combination of the effects
of the primary and the secondary missiles that are responsible for the

different wound morphology produced by high velocity missiles. It is

also this myriad of presentations in the maxillofacial region that

tests the surgeons diagnostic acumen, surgical knowledge and tech-

niques. How critical rapid accurate diagnosis and subsequent surgical

management of maxillofacial wounds becomes is evident when one consid-

ers the close proximity to the maxillofacial complex of numerous vital
structures, such as sight, smell, hearing, taste, airway, vascular

networks, and the brain. The implications of future social stigma due

to facial injuries must also be considered by the military combat

casualty management team at the earliest opportunity.
Purpose of Study

This study, using controlled conditions, was designed to pro-

vide new data on potential wound morphology from high velocity pro-

jectiles of varying sizes by using simulants for human maxillofacial

hard and soft tissues. The validity of studying wound morphology in

gelatin blocks has again recently been substantiated by Dubin who in

1974 showed that there were remarkable similarities between gelatin

and freshly excised pig tissues. The data generated in this study

will answer the following questions and provide a more meaningful base

on which to improve and develop effective diagnostic procedures,
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surgical techniques, and enhance total patient care:

What are the effects of high velocity variable size projectiles

on the human maxillofacial complex? What is the morphology of

wounds created at these very high energy levels? Are current

diagnostic and surgical techniques adequate to provide optimum

care for injuries caused by varying sized projectiles impacted

at speeds in excess of 1,750 m/s (5250 fps)? Will the induced

morphology necessitate modifications of existing surgical tech-

niques or must new ones be developed?

A final justification of this study can be found in the

following quote from "Emergency War Surgery NATO Handbook" (c): "From

the medical standpoint, the surgeon must know the wounding capacity of

the weapons to assist in evaluating the extent of injury to achieve

the most effective therapy".

Methods and Materials
In order to study tissue changes resulting from the impaction

of high velocity missiles it was necessary to fabricate tissue simu-

lants for the high velocity study. These simulants were composed of

human skulls, purchased from Wards Natural Scientific Establishment,

Inc., P.O. Box 1712, Rochester, New York 14603, infiltrated by and

imbedded in Pharmagel "A" type gelatin to simulate the soft tissues

of the head. These tissue simulants in block form were then carved

to closely approximate the human facial conturs (see Figure #8).

Impact velocities were achieved via a precisely fabricated

launching device utilizing large capacity brass powder cases in high

pressure steel chambers threaded to long barrels to gain velocities of

5000 feet per second (fps) or higher, utilizing 2, 7, 16 and 55 grain

missiles. These missiles were fabricated in both spherical and cylin-

drical shapes from high carbon steel rods or special bronze alloys.

These missiles and the actual firings were carried out in a special

room in Chemical Systems Laboratory facilities at Aberdeen Proving

Ground, Maryland.

This study consisted of a total of sixteen (16) firings

with the following missile sizes:

55 grain 3 shots

16 grain 3 shots
7 grain 6 shots

2 grain 4 shots

Muzzle to target distance varied from 4.2 meters to 4.47 meters.

Muzzle velocities varied from a low of 5637 fps to a high of 7340 fp8.

Each firing and impact was recorded by high speed cin, ma-

photography at 7,000 and/or 30,000 frames per second to study thc dis-

placement, deformity and extent of tissue alteration during impaction,
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penetration or perforation.
Immediately post-impaction, the gelatin-impregnated skulls

and any fragments were assembled, studied and photographed in order to
assess tissue damage.

Findjinr_
The following descriptions of selected firings are represen-

tative examples of the types of wound morphology found in this study.
Fift_ ive grain missile at 6144 fps - impacted into a gel-

atin block measuring 5"X6"XI5" and weighing 17 pounds.
The block was split into 3 pieces along nearly its entire

length. As the imparted energy of the missile was expended, the cavity
in the gelatin block opened to approximately ij times its original

size. This created a negative pressure which pulled fragments of the
timing grid and other nearby debris into the wound, figure 1.

Fifty-five grain bronze cylinder fired at 6,104 fps impacted

into the right ramus of the mandible.

The right and left bodies of the nandible were completely
avulsed. Numerous small fragments of bone and teeth were scattered
throughout the gelatin block, figure 2. Both the right and left zygo-
matic arches were separated at the suture lines. Much of the maxillary
tooth bearing bone was also avulsed, although tile anterior maxillary
process was displaced but still present in the block. The extent of
involvement of the facial skeleton was only fully revealed after par-
tial removal of the gelatin, figure 2. After removal over 180 bone and

tooth fragments were found scattered throughout the oral cavity and

soft tissue, figure 3.
Sixteen grain missile impacted at the midline (symphysis) of

the mandible at 5746 fps.

The entire anterior mandible was avlsed. Also all of the
maxillary teeth and part of the maxilla were avulsed. The entire an-

terior maxilla was displaced and the floor and wall of the orbit were
similiarly fractured and loosened, figure 4. Careful removal of the
gelatin revealed many secondary missiles had spread into the foramen

magnum and across the base of the skull, figure 5.
Sixteen grain miss i le inpac ted at 7340 fps on the right ZygO -

matic Complex. Exit was at algle of c ft mandible.
The entire maxillofacial complex and base of skull were

fractured and displaced. The entire mandible and much of the maxillary
tooth bearing bone were missing, figures 6 and 7.

Seven _rains imiacted at 5637 jp s into the__ zNTmatic arch.

The zygoma, wall of the orbit and right condvle were all
fractured, figure 8. The wound tract (figure 9) traversed through the
oral cavity to the eft mandible ramus where the missile stopped. The
left mandible was not fra CLured. The 0x telt of dama11lge was not easily
ascertained Until the gelatin was rTenmoved. This revealed multipl
fragmentation of hoth the maxi II a and nitandible, I i gure 10. Many small

Ii4.)



Figure 1: Fifty-five grain

missile impacted at 6144

fps.

The block was split into 3

pieces and the resulting

cavity and negative press-

ure sucked in surrounding
debris. Arrows.

Figure 2: Fifty-five grain
bronze cylinder impacted

into symphysis of the man-

(dible at 6109 fps.

Anterior view showing avul-

sion of anterior mandible

and much of the maxilla.

Hundreds of secondary miss-

iles of various sizes can

be seen A. Suture separa-

tions are visible at B.
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Figure 3: Fifty-five grain
bronze cylinder impacted
into symphysis of the man-
dible at 6109 fps.
Composite of bone and tooth
fragments found when the
gelatin was removed. Frag-

A ments smaller than 2-3
millimeter., are not inclu-
ded.

Figure 4: Sixteen grain
sphere at 5746 fps impac-

ted at mandibular svmphv-

Avulsion of anterior man-
dible and fractures (it
maxilla and maxil larv mol-
ars are seen at A. v-
matic and orbital lractur,-s
are shown in B. F racyirent
of target grid is sho)Wn
a t C.
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Figure 5: Sixteen grain

sphere at 5746 fps im-
pacted at symphysis of the

mandible. Composite view.
Secondary fragments of bone
and teeth can be seen in

the Foramen Magnum and
across base of skull.
(Arrows).

*Figure 6: Sixteen grain
sphere impacted at 7340
fps into right zvgoratic

1 ; Complex.

v. Gross fracture and dis-
placement is evident
throughout the maxillo-
facial complex.

L "  77

32230,
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Figure 7: Sixteen grain
sphere impacted at 7340 sips

into right zygomatic com-

plex.

The fractures and displace-

ment across the base of the
skull are clearly evident.

The multiple fragments and

secondary missiles consis-
ting of bone and teeth are

at bottom.

Figure 8: Seven grain

sphere impacted into the

right Zygoma at 5637 fps.
Fractures of the zx'goma,
condyle and orbit are

clearly seen.

U2223M

-1 !4
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Figure 9: Seven grnin
sphere impac ted into the

right Zygernoa at 5637 fps.

Frac ture of the Zvgemai i.,-

evident at upper lett.
Wound tract (arrow) is vis-

ible t raversing ac ross era 1

cavity to lelt manihlbte.

32223%

Figure 10: S'even ia ~in
sphere imlpac'ted in t." 0he

right Zvgomna it T

Composite View.

Multip Le f rai',nlen 1t ' lI t1J d--

ing manv s-ui.il 11 i1)',V1Cnent

within the righ;It Orh it

(arrow) are clear Iv videnit.
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raliietlLS were found across the base of the skull and within the
right orbit.

Two. trains -impacted into the right zygoma at 5637 fps.
The right zygoma, coronoid process and articular emminence

were I ractured with formation of multiple small fragments, figure II.
The 2 grain missile penetrated into the oral cavity, lodging in the
geLatin approximately 3 cm. Lingual to the coronoid process, figure 12.

Discuss ion
The gelatin block firings demonstrate the soft tissue wound

morphology which could result from a 55 grain bullet or missile with a
speed of 61.44 fps. The tremendous cavitation produces a wound and dis-
tant tissue damage much greater than that experienced with conventional
speeds of 3500 fps or lower. In this study similiar mass/velocity
impacts into the skull/mandible demonstrated avulsion of tissue, frac-
tures and a large number of secondary missiles. There were at least
180 major secondary fragments of bone and teeth. The wound pathways
of these secondary missiles, the cavitation due to the high velocity
and the primary iissile wound tract would combine to form a wound
which would, in most cases, be fatal. This wound extension and con-
tamination would be greater and encompass more tissues, contain more
foreign debris and require much more complex and dedicated treatment
th1an those produced by lower speed missiles.

'[he reduction of ma ss/velocity to 16 grains at 5746 fps still
produced signif icant avuls ion of the bony facial skeleton and caused
sign i f icant rad Liatig non-d isplaced fractures of the frontal bone.
Agail secondary missiles and contamination would have caused extensive
local and distant damage to various structures and the movement of
secondary missiles, especially tooth fragments, would markedly enlarge
the wound size and increase the complexity and scope of treatment.

The effects of increased velocity with a constant mass (16
g:rains at 7340 fps) produced only slightly less tissue destruction,
bone fractures and wound size as seen with the 55 grain missile at
6144 feet per second. Again, this type of wound would, in most cases,
prove to be fatal.

In contrast reducing tile Mass/velocity figures to 7 grains
.md 5 b 7 f ps cbnngled tie wound morphology significantly. There was no
ro.s t.oSUeL' AVUIsiol, ;lthough several fractures of the maxillofacial
skeleton occured with minimal displacement of fragments. These large
bo' I rail, I s were maiitL ined wi.thin reasonable anatomic approxima-

t ii I. Sma, I I Ira e m tL, : did penetrate through several, different struc-
tIlres i id i u, te H f0 oraln1 m1agnUm1. At this elergy level and penet ra-
Lion site, t iet Mi.Ssile did not exit tie tissue but remai ed against
tie manodihiI e opposite ti1e entry site. This wind, a lthlough inca paci-
tati up iiid possiblv 1 ite threatening, would most likely allow for
sIutt , Il. t t ,IIent . hloweve', tile Success or tai lure might well de-

l)111id iiptin tie rn;e, us knowledge of the d if I erellces in ll pol holo V

148
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Figure 11: Two grain
sphere impacted at 5637 fps
into the right Zygoma.
Fractures of the coronoid
process, Zygoma and articu-

lar eminence are clearly
evident. Multiple small
fragments can be seen in
the area of the temporo-
mandibular joint and infra-
temporal space.

Vigure 12: Two Irain -ylicre
im~pacted1 at 56(37 fl)- into

the right Zygornia
G reen stick fracture, of the
mTAndible is seen at A anid

thle missile Is iden tif ied
at B.

1/49
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produced by high velocity missiles.
When mass/velocity figures were reduced to 2 grains at 5637

fps, there was a marked decrease in the severity of damage with mini-
mal fractures and few secondary fragments. Again, this small missile
did not exit.

The findings of this study indicate that an increased veloc-
ity produces greater cavitation in soft tissue with an expected in-
crease in the amount of contamination from protective gear, clothing,
soil, etc. This factor would be expected to cause an increase in wound
size, more distant disruptions along tissue planes, greater vascular
damage, increased damage to the central nervous system and increase
the number of secondary infections in comparison to conventional weap-
onry. A second important finding of the study is the increased num-
bers of secondary missiles produced by the impact of fast moving
missiles on bone and teeth. This increased fragmentation would be ex-
pected to cause larger total wound size, injury to more surrounding and
more distant structures, greater incapacitation and increased secondary
infections. This is especially true of hits shattering the hard enamel
of teeth.

These find ings tend to re-emphasize the work of Mcleod who
stated that debridement around the maxillofacial, area requires a diff-
erent approach. Similiarly, this statement from the Eriergencv War Stir-
gery NATO Handbook needs restating, "From the Medical stanidpoint, the
surgeon must know the wounding capacity of the weapoins to assist in
evaluating the extent of injury to achieve the most effective therapy."

In summary, this study has shown that the morphology of
wounds produced by weapons systems which produce ultra-fragmentat ion
into very small size particles J, livered at very high velocities is
different from conventional spe¢d missiles and that presently a(Ckpted
treatment modalities may well require alteration in order to produce
optimum treatment results. This is especially true iin a sma.l compact
area such as the maxillofacial complex which contains the very organs
responsible for sight, smell, hearing, taste and lift ittls .

*The work done at the Chem ical Sys t ems Labo ratorv at Edge-
wood, Maryland was alsoa supported by Robert E. Carpentelr, Alexander P).
Mickiewicz and John J. loltter.
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U.S. ARMY ARMAMENT RESEARCH AND DEVELOPMENT COMMAND

DOVER, NEW JERSEY 07801

I. INTRODUCTION

In recent years, increasing emphasis has been placed on
nondestructive testing (NDT) techniques for quality control in a large
variety of applications. Progress in this area has considerable
importance for DOD because of the increasing complexity and cost of
armament systems and the inherent limitations of quality control by
means of traditional, destructive test methods. This is dramatically
illustrated by the on-going, multi-billion dollar DA plant moderniza-
tion project within which incorporation of state-of-the art NDT
methods is an essential part.

Various NDT techniques in which x-rays are employed (e.g.
radiography, diffraction) are already well established as quality
control methods. The use of neutrons which complements and parallels
x-ray techniques has been -- except for neutron radiography -- ne-
glected for NDT, primarily because their use is generally limited to
a laboratory environment (e.g. a research reactor). Despite this
current limitation, there has been a renewed interest in utilizing
neutron scattering for certain technological applications. In

+The authors are guest scientists at the Reactor Radiation

Division, National Bureau of Standards, Washington, D.C.
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particular, sizeable programs have been completed at European reactor
facilities and begun in the U.S. to construct sophisticated instru-
ments for small-angle neutron scattering.

In the present paper we describe the utilization of wide-
angle neutron diffraction for the nondestructive characterizatio. of
two properties of importance in metallurgical systems: texture (i.e.
preferred grain orientation) and residual stress. The complementary
nature of neutron diffraction relative to x-ray diffraction is illus-
trated by a detailed description of texture measurements for shaped-
charge liners and tungsten-alloy kinetic-energy penetrators. The
potential of small-angle neutron scattering for nondestructive char-
acterization of precipitates and voids in metals is also discussed.

11. BACKGROUND

A. General (1)

Thermal neutrons from a reactor beam tube are employed for
diffraction experiments; typically, neutron velocities of 2 km/sec
with an energy of 0.02eV and a wavelength, X, of 2 A are in the useful
range. In contrast to x-rays, thermal neutrons have both energy and
wave-vector (2ff/X) in a regime characteristic of lattice vibrations or
phonons. Extremely important results relating to interatomic forces
have come out of the use of this property in inelastic neutron scat-
tering studies of condensed matter. Microstructural properties, such
as texture and residual stress, are probed by elastic scattering (2),
to which inelastic scattering contributes only a relatively small
background.

Neutron scattering processes can be described by approximat-
ing the nucleus as a hard sphere of radius 10O12 cm. With x-rays, the
atomic scattering factor is a function of scattering angle and is
proportional to atomic number. This results from the fact that with
x-rays the electrons are the scatterers so that the atom has a finite
dimension relative to the x-ray wavelength. This Is not the case for
elastic scattering of neutrons by the nucleus so that the nuclear
scattering power, called scattering length, b, is not angularly
dependent (except in the case of magnetic scattering which is outside
the scope of the present discussion).

Formally, the intensity measured in a diffraction experiment
is proportional to the square of the structure factor F(O) where

F(6) .fp(r)e i Q-rdr.(1
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In Eqn. (1), p(r) is the "scattering density", Q = k - k is the
wave-vector transfer, ki = 2n/X = k , and the integration is taken
over the sample volume. In the neutron scattering case

p(') = bi6(r-r) (2)

where hi is the scattering length of each nucleus in the sample and 6
is the Dirac delta function. From Eqns. (1) and (2)

F(Q)= bieiQ'ri (3)

which gives rise to maxima in the intensity when the Bragg reflection
conditions are fulfilled, i.e. when

nX = 2d sin(e/2) (4)

where d is the plane spacing, 0 the scattering angle and n is an
integer.

Two important differences between x-ray and neutron scatter-
ing processes make the use of neutrons essential for certain applica-
tions. As mentioned above, scattering density in the x-ray case
varies continuously with atomic number. Scattering density in the
neutron case varies discontinuously with atomic number and, in fact,
differs for different isotopes of the same element.* In addition,
both types of radiation may be absorbed by the scatterers. Typical
absorption coefficients, V, for neutrons and x-rays are on the order
of 0.3 and 1000 cm -1, respectively, where intensity after absorption
is I = I exp(-px), with I the initial intensity and x the sample
thickness. For metallurgical samples, neutrons are, in general, on
the order of 1000 times more penetrating than x-rays of the same
wavelength. In Figure 1, the use of the penetrating power of neutrons
for wide-angle diffraction studies of bulk properties in NDT applica-
tions is shown schematically.

*Dramatic illustration of this is found in structural studies of
metal hydrides where hydrogen locations are invisible to x-ray but
not to neutron diffraction; substitution of deuterium for hydrogen
further enhances the sensitivity of the neutron method.
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B. Metallurgical properties (3)

1. General: Metal end-items are composed of individual
crystallites or grains, the diameters of which may range from 1.00 mm
(ASTM No. -3) to 0.006 mm (ASTM No. 12). Although the intrinsic
properties of individual grains (e.g. elastic moduli, number and
orientation of slip planes) are important in determining the mechani-
cal characteristics of a specimen, the polycrystallinity introduces
properties which are often dominant. For example, grain size, intra-
and inter-grain boundaries, preferred grain orientation (or texture),
dispersion of precipitate particles and residual stresses are inter-
active (to varying degrees) and affect mechanical properties. In the
following subsections three of these properties for which neutron
scattering studies have been made are considered in greater detail.

2. Texture: A metal which has undergone severe deforma-
tion, as in rolling or swaging, will develop an overall preferred
crystallograpbic orientation or texture. That is, the individual
grains tend to orient themselves in a preferred manner with respect to
the direction of maximum strain. This arises from the tendency of
slip planes in single crystals to rotate parallel to the axis of
principal strain. Individual grains are anisotropic but their random
aggregation leads to isotropy with respect to mechanical properties.
However, preferred alignment of grains introduces anisotropy in
mechanical properties which leads to uneven response of the material
during forming and fabrication processes and in use.

3. Residual stress: A body which has undergone nonuniform
plastic deformation can retain a system of stresses within the body
after the external forces have been removed. Macro residual stresses
vary continuously through the volume of the body over regions which
are large compared with atomic dimensions. They are produced by
virtually all forming operations, welding, nonuniform cooling of
ingots and electroplating. The important point to be made is that the
response of a body in a particular application includes the super-
position of the external stress system and the residual stresses. For
example, a compressive residual stress (as produced by autofrettage of
gun tubes) will reduce the effectiveness of an applied tensile stress
in producing fatigue failure, while residual tensile stresses will
increase the ease with which failure occurs.

Another type of residual stress, microstress or textural
stress, should also be mentioned. These stresses act over dimensions
as small as several crystallographic unit cells but may extend
throughout a grain. Stress developed around a second-phase precipitate
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is an example of this. Nitriding and carburizing are processes in
which microstresses around each particle produce a macro residual
tress on the treated surface.

4. Second-phase hardening: Most commercial alloys contain
a heterogeneous microstructure consisting of two or more metallurgical
phases. The strengthening produced by a fully dispersed insoluble
second phase in a metallic matrix is known as dispersion hardening.
Precipitation hardening, which also produces strengthening, is
achieved by solution treating and quenching an alloy in which a
phase in solid solution at elevated temperatures precipitates upon
quenching and aging at a lower temperature. Many of the factors which
affect strengthening, such as size, shape and number of the second
phase particles, have been very difficult to measure with any degree
of precision.

The following section describes armament components in which
texture, residual stress and precipitation hardening are known to be
important for optimizing performance, and the use of neutrons for
characterizing these properties.

III. RESULTS AND DISCUSSION

A. Texture

1. Tungsten-alloy KE penetrators: Kinetic-energy penetra-
tor rounds represent a major part of the Army's armor-defeating
weapons. With continual improvements in fielded armor, increased
penetration is necessary, preferably without increases in size or
weight of the rounds. In this subsection we examine one property of
state-of-the art tungsten-alloy penetrators: the anisotropy of
texture produced by various types of cold working.

The samples are composed of tungsten, nickel and iron in a
wt % ratio of 97/1.8/1.2. Sample preparation - which involves iso-
static pressing, sintering, heat treatment and cold working - leads to
a system consisting of a "tungsten" phase (96.5 wt %) and a "matrix"
phase (3.5 wt %). The approximate compositions by weight of the two
phases are 99.7W - O.lNi - 0.2Fe and 55Ni - 23Fe - 22W, respectively.
The potential of neutron diffraction for studies of this type of
sample can be inferred from Figure 2 in which partial x-ray and
neutron diffraction patterns which cover the same range in lattice
spacing are shown. The full diffraction patterns show that the
tungsten phase can be indexed according to the bcc tungsten structure
with a = 3.160(1) A, and the matrix phase can be indexed according to
a fcc nickel structure with a = 3.586(1) A. For alloys of these
compositions and relative concentrations, the matrix phase is
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Figure 3. Texture distributions for the three 8% cold-worked

tungsten-alloy penetrator samples described in the text. The

center of each figure corresponds to the cylinder-axis direc-

tion; the periphery of each figure corresponds to a 70% tilt

with respect to the cylinder axis. Angular displacement around

the periphery corresponds to rotations of the sample about its

own axis. Contour lines show "random" and 15% increases in

orientation with respect to random (dashed contour = decrease).

Figure 4. W(110)-on left-and Ni(1ll) textures for a 16% R.A.

swaged sample.
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virtually invisible to x-rays. In contrast, two matrix-phase peaks
are clearly visible in the neutron pattern which makes possible
texture studies and, in principal, residual stress studies of the
matrix phase.

Texture resulting from various types of cold working have
been measured for these types of alloys. In Figure 3 are shown pole-
figure patterns for one matrix-phase and two tungsten-phase reflec-
tions. These were obtained for a 1 cm region at the leading or front
end of the 0.7 cm diameter, 10 cm long small-scale penetrators. The
three sets of pole figures correspond to samples which have been cold
worked by "upsetting" with an 8% increase in cross-section (5904), and
swaged with an 8% reduction in area (5903 and 5905). Cold working of
the latter pair was performed at two different fabrication facilities.
As one would expect, the fiber textures of the "upset" and swaged
samples are different. On the other hand, the pattern of sample 5903
is essentially untextured, whereas that of 5904 shows definite texture
in the tungsten phase for nominally, the same cold working. The
matrix phase (111) pattern shows little if any clear texture.*

In contrast to the above results, samples which have been
swage' to a 16% reduction in area show very pronounced tungsten and
matrix phase textures (Figure 4). The high degree of axial orienta-
tion of the (111) slip planes in the 16% R. A. penetrators relative to
the 8% cold-worked samples suggests the possibility of quite a differ-
ent response to axial stresses in the two types. Although much less
pronounced, there is some indication of differences in (111) slip
plane texture among the three 8% cold-worked samples. Since the
matrix phase is the binder which provides cohesion and strength to the
penetrators, test-firing of inspected penetrators -- which is possible
because the neutron measurements are truly nondestructive -- is
imperative to further test these possibilities.

2. Metallurgically-compensated shaped-charge liners: The
second major type of armor-defeating round employed by the Army
utilizes the shaped-charge principle. A typical shaped-charge missile
has a steel body fitted at the forward end with a cone-shaped metal
liner (as shown in Figure 5) whose apex extends backward into the body
cavity. On impact, the detonation wave of the charge collapes the

*A pole figure is a map ot the orientational distribution of the

normal direction to a specific civstallographic plane (2). The
diffractometer geometry is fixed t- observe scattered radiation for
the Bragg reflection of interest, and the sample rotated - over as
large an angular range as possible - about two mutually perpendicular
axes. The pole figure is a two-dimensional map of intensity maxima
and minima as a function of sample orientation.
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Figure 5. Shaped-charge liner and scattering geometry for
neutron diffraction texture measurement.
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layer I
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Figure 6 Schematic illustration of sample volume vs. Bragg
angle for two-layer, thin sample.
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cone from apex to base sequentially and produces a long narrow jet of
cone material traveling along the cone axis with extremely high speed.
This jet, which is solely responsible for producing the deep hole in
armor, breaks up prematuirCly whenl the projectile is rotating about its
axis at impact. "Spin compensation" is the term applied to methods
employed to counLeract dcgradation of the jet because of rotation.

Spin compensation can be achieved when the cone-shaped metal
liner is manufactured by the rotary extrusion process. It has been
shown by x-ray diffraction (5) that the critical parameters in this
case are related to the alignment of slip planes and slip directions
in the cone. However, a quantitative correlation between these
metallurgical properties and spin compensation (or performance) has
never been established because of the lack of a nondestructive tech-
nique for determination of texture.

Ar the 1976 Army Science Conference we demonstrated that
neutron diffraction could be used to nondestructively determine the
average texture within the liner wall (6). However, the desired non-
destructive determination of texture as a function of depth in the
liner wall did not appear possible (by, for example, the technique
shown in Figure 1) because the wall was too thin relative to minimal
neutron beam dimensions.

Since then we have conceived and tested an approach by which
the needed measurement becomes feasible (7). The method makes use of
the fact that for an appropriately masked sample, as shown in Figure
6, different depths are probed for a given set of crystallographic
planes by changing the Bragg angle. With reference to Eqn. (4), this
is achieved either by changing wavelength (which is continuously
variable in the neutron case) or by examining higher orders of a given
reflection (e.g. 220 or 330 and 110). For a two layer sample, as
shown in Figure 6, in the 0(2) Bragg-angle configuration a volume is
examined which is almost entirely l.ayer 1; the 0(l) configuration
inclides layer 1 and layer 2 almost equally. Since the overall
geometry can be measured to very high precision, appropriately
weighted differences of scattered intensities allow separation of the
layer 1 and layer 2 textures. The method has been tested with strik-
ing success for a two-plate, flat Cu sample (7). The (200) plane
texture for each 0.8 mm thick plate was extracted from (200) and (400)
texture distributions of the two plates together.

The method has now also been applied to the principal
problem of interest: texture as a function of depth for a metallurgi-
cally compensated 105 mm IJEAT-T liner. Measurements were made
employing a diffractometer with fixed wavelength (1.26 A) so that only
limited characterization was possible. Nevcrtheless, at a position
25.4 mm above the base (see Figure 5), the average orientation of the
(111) slip planes within two layers was obtained. In Figure 7 texture
distributions are shown for (111) anid (100) reflections for the total
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thickness and the extracted average textures for the 0.5 mm thick
"surface" layer and the 2.3 mm thick lower layer. As one would
expect, the rotary extrusion fabrication process produces a texture
gradient across the thickness of the liner. Our technique and mea-
surements are the first nondestructive characterization of these
texture gradients which, when pursued under optimized conditions, have
the potential for provid'ng the first texture gradient vs. performance
correlation for metallurgically compensated shaped-charge munitions.

B. Residual Stress

Macro residual stresses have long been recognized to be of
great importance in determining the lifetime and performance of
armament-system components in the field. Programs to measure residual
stresses in such diverse items as helicopter rotor blades and hubs,
high performance gears, gun tubes, tank track pins and torsion bars,
KE penetrators, shaped-charge liners, shell-casings and the general
category of weldments are, or have recently been, active. Micro-
stresses are believed to be of less importance than macro residual
stresses in hardware and will not be considered here explicitly.

Among nondestructive techniques for measurement of residual
stress, x-ray diffraction and ultrasonic methods have received the
greatest attention. The former has, in fact, been developed to the
point where portable equipment for in-field inspection is available.
Because of the limited penetration of x-rays in the energy range
suitable for diffraction, this technique is truly nondestructive only
for surface measurements. Ultrasonic methods show great promise for
characterization of residual stress gradients in the bulk of metal-
lurgical samples. However, the presence of internal interfaces,
preferred grain orientation and other inhomogeneities introduce large
uncertainties into the measurements.

In principal, neutron diffraction techniques -- as in the
case of texture -- exactly parallel x-ray methods for residual stress
measurement. The enormously greater penetration of neutrons makes them
potentially useful for nondestructive determination of residual stress
gradients in the bulk, following the approach illustrated in Figure 1.
However, the measurement of residual stress by diffraction methods is
much more difficult than texture measurements. The determination
consists of measuring strain resulting from residual stress as mani-
fested by the changes in d-spacing and angle of Bragg reflection (see
Eqn. 4). Depending on the lattice planes examined and the radiation
wavelength, the change in 0/2 is on the order of 0.05' in going from
unstrained sample to the yield point. Neutron diffraction measure-
ments benefit from the fact that lineshapes of diffracted peaks are
Gaussian, which is a considerable aid in analysis. On the other hand,
intensities available at even the best of research reactors is less by
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orders-of-magnitude than that of analagous x-ray diffraction instru-

ments. This limitation makes the counting time necessary for the
measurement of subtle shifts in peak positions impractically long with
current "standard" neutron diffractometers. The introduction of
focused beams and position-sensitive area detectors would alleviate
this difficulty. We have, therefore, concentrated on the more funda-
mental questions related to the determination of residual stress by
neutron diffraction.

Studies which have been completed have established that:
1) no competing effects (e.g. multiple scattering) distort the peak
position obtained in the subsurface type of measurement illustrated
in Figure 1; 2) the two-dimensional (x-ray) formalism for extraction
of stresses from measured strains can be extended to three-dimensions;
and 3) because of the Gaussian peak shape the Bragg peak centroid can
be determined to on the order of thousandths of a degree even though
the resolution is on the order of a degree. The confirmation of the
last point is illustrated in Figure 8 in which measured radial strain

vs. applied stress is shown for a steel rod in axial tension. The
results for two crystallographic planes are shown and the ratio of
elastic modulus to Poisson's ratio extracted from the measured slopes
are in excellent quantitative agreement with theoretical values for
polycrystalline samples reported in the literature (8).

Current work in this area is directed toward the determina-
tion of three-dimensional stress gradients in a prototype sample
employing a well-collimated beam. Armament components of simple
geometry such as KE penetrators would follow.

C. Second-phase Hardening

Small-angle x-ray scattering (SAXS) has been used to study
small-concentration precipitates in alloys for decades (9). This
approach also makes use of Bragg scattering (Eqn. 4), but in this case
scattering which takes place within a few degrees reveals structural
properties in the 10 to 1000 A range. With the development of area
detectors and new high flux reactors, small-angle neutron scattering
(SANS) has in the last few years also been brought to bear on the

study of this area of physical metallurgy. Because of the great
penetration of the nutron and the different scattering selectivity
relative to x-rays, previously unexplorable problem areas now may be
amenable to solution, some of them in the context of NDT.

To date, the most interesting SANS work in the area of tech-

nological alloys has been done by a group from the FIAT Co. One
example of their efforts is the study of the evolution as a function
of service time of the -' precipitate in nickel-base, superalloy

UDIMET-710 in turbine blades (10). They clearly observe the acceler-
ated growth of the y' particles prior to failure.
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At the NBS reactor a state-of-the art SANS instrument is
nearing completion. An interim facility has been operating with which
a variety of problems have been studied in a preliminary way. In the
metallurgical area, SANS has been used to study creep-induced voids in
iron (10). Fe-O.2% Ti subjected to a a = 35 ksi, c = 1.2% stress at
500*C showed voids of 360 A average diameter with SANS but not with
SEN. These results illustrate the relative ease by which SANS can
characterize metallurgically important defects in the nucleation stage
nondestructively.

Upon completion of the new facility, second-phase hardening
studies for armament related alloys will be pursued. Among these, the
effect of cold work and heat treatment on precipitates in new,
tungsten-based, KE penetrator alloys requires immediate characteriza-
tion.

IV. SUMMARY AND CONCLUSIONS

In the present work we have described the limitations and
advantages of neutron diffraction for nondestructive determination of
certain properties in metallurgical samples. In the area of residual
stress, several necessary tests of the neutron diffraction method
have been made and it has been shown for the first time that the
technique has the potential for determination of three-dimensional
stress gradients in the bulk.

In the area of texture or preferred grain orientation deter-
mination, both neutron selectivity and penetration have been used for
specific armament system applications. We have conceived and tested a
method by which texture can be characterized nondestructively in
samples which are thin relative to typical neutron diffraction beam
dimensions. The method has been applied to the long-standing problem
of texture determination in metallurgically compensated shaped-charge
liners, and the first - though not yet complete - nondestructive
measurement of texture as a function of depth in a shaped-charge liner
has been achieved.

The neutron diffraction technique has also been employed for
the first time to determine nondestructively, textural anisotropy in
the matrix phase of tungsten-alloy KE penetrators. Because of the
enormously greater x-ray scattering from tungsten relative to nickel
or iron, this type of information is unobtainable either destructively
or nondestructively except by means of neutrons.

Results obtained by means of small-angle neutron scattering
have been outlined which demonstrate a capability which will be
employed in the area of second-phase precipitates.

In summary, although neutron diffraction techniques for NDT
are limited to laboratory environments, there are numerous examples
where needed information cannot be obtained by any other means. In
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these cases the neutron techniques - since they are nondestructive -

are seen as a means by which property/performance correlations can be
determined and specifications established for routine inspection by
other, more portable methods.
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CHEMILUMINESCENCE IMMUNOREACTIVE ASSAY (CLIA):
A RAPID METHOD FOR THE DETECTION OF BACTERIAL AND VIRAL ACENTS -

FRANCISELLA TULARENSIS, LIVE VACCINE STRAIN (LVS) AND VENEZUELAN

EQUINE ENCEPHALOMYELITIS VACCINE STRAIN (VEE TC-83) (U)

*DOUGLAS W. REICHARD, MAJ, MSC, ROBERT J. MILLER, JR., lLT(P), MSC

U.S. ARMY MEDICAL RESEARCH INSTITUTE OF INFECTIOUS DISEASES
FORT DETRICK, FREDERICK, MARYLAND 21701

The ability to detect rapidly, small numbers of microorganisms is
of great military importance. In the case of a biological warfare
attack, it is imperative that field commanders be informed as rapidly
as possible as to the nature and consequences of the causative agents.
Currently, there are no methods for rapid identification of potential
BW agents during military operations. We describe efforts to develop
a rapid diagnostic procedure for the specific detection and identifi-
cation of microorganisms of military importance using a chemilumines-

cent immunoreactive assay (CLIA).

Chemiluminescent reactions have been used to determine picomoles

of hematin compounds (1-3), as well as direct estimation of bacterial
concentration (4). Combination of the solid-phase enzyne-linked immu-
noassay (ELISA) and CLIA (5) has resulted in ultrasensitive determina-
tions of bacteria (6), viruses (7), and enterotoxin (8) concentra-
tions. As previously reported (9), a polystyrene solid-phase, peroxi-
dase-labeled antibody immunoassay based on the luminol-H 202 reaction
was used to measure 101 to 102 bacteria.

Part I of this paper describes the use of antibody covalently
bound to polyacrylamide beads (10) for the determination of virion
concentrations using a luminol CLIA. Part II describes work on a CLIA
for determination of bacteria utilizing passively adsorbed antibody
on polystyrene beads.
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Part I. Venezuelan Equine Encephalomyelitis (VEE) TC-83 Assay

Robert J. Miller, Jr.

MATERIALS AND METHODS

Apparatus: The chemiluminescent (CL) luminol analyses were per-

formed using a Chem-Glow Photometer (Aminco, Rockville, MD) and peak

flash heights measured on a potentiometric recorder, 50 mV setting

(Aminco). Radioimmunoassay samples (RIA) were counted on a Searle (Des

Plaines, IL) Mark III liquid scintillation counter. Centrifugations

were carried out in an IEC PR-6000 (Damon/IEC Division, Needham

Heights, MA) (2500 x R, 4°C, 15 min, unless otherwise noted). All test

tubes and reaction cuvettes (6 x 50 mm) were of borosilicate glass

(Kimble Products, Toledo, OH).

Reagents: All buffers and assay reagents were made up in dis-
tilled water which had been passed through Barnstead ultra-pure mixed

bed and combination cartridge demineralizers.

Sera: Hyperimmune monkey anti-VEE serum was kindly provided by

Animal Assessment Division (USAMRIID). A crude immunoglobulin frac-

tion was prepared from a 40% (w/v) (NH4 )2SO 4 precipitation which was

dialyzed exhaustively against 0.01 M potassium phosphate buffered sa-

line, pH 7.4 (KPBS). Crude immunoglubulin (10 mg) was then applied to

a 0.9 x 10 cm column of protein A-Sepharose 4B-CL (5 mg, Pharmacia
Fine Chemicals, Piscataway, NJ) which had been pre-equilibrated with

KPBS, pH 7.4, containing 0.1% azide as preservative. The column was

then eluted with buffer until the absorbance at 280 nm was negligible.

Bound IgG was eluted with 0.1 M acetic acid-0.15 M saline (11); peak

tubes were pooled and dialyzed exhaustively against KPBS. The monkey

IgG anti-VEE (MaVEE) fraction was stored at 40 C as a stock solution of
2.7 mg/ml, with a titer of 1:1024 as determined by protein A-radioimmu-

noassay (12). Purity of the fraction was determined by crossed immuno-

electrophoresis which indicated only one precipitin band, corresponding

to IgG.

Conjugate: Horseradish peroxidase (HRPO)-conjugated rabbit anti-

monkey IyG (RaMP) was obtained commercially from Cappel Laboratories,

Inc. (Cochranville, PA), or prepared using the method of Nakane et al.
(13), using IRPO type VI, from Sigma Chemical Co. (St. Louis, MO) and

rabbit anti-monkey IgC from Cappel Laboratories. Both types of peroxi-

dase conjugates were further purified by protein A column chromato-

graphy as previously described. RaMP with a HRPO:IgG molar ratio of

3:1 was stored at 4'C in KPBS, pP 7.4 with 0.1% NaN 3 . Horseradish per-
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oxidase concentration was determined by the luminol H202 chemilumines-
cent reaction (1,2).

Chemiluminescent Reagents: The Chemical Systems Laboratory
(Aberdeen Proving Grounds, MD) kindly supplied a stock solution of
1.5 mM luminol containing 0.1 N NaOH, and 1% ethylenediamine tetra-
acetate (EDTA) in deionized 120. Fresh 3% H202 in 1% EDTA, deionized
H20 was prepared from stock 30% H202 (J. T. Baker Chemical Co.,
Phillipsburg, NJ) prior to each assay.

Solid-Phase Support: MaVEE was covalently linked to polyacryl-
amide beads (Immunobeads, Bio-Rad Laboratories, Rockville Centre, NY)
following manufacturer's recommended procedure. One-ml samples of
1 mg/ml MaVEE-beads (untreated as well as 4% BSA-treated) were stored
at 40 C in KPBS, pH 7.4, with 0.1% NaN3.

Virus Preparation: Serial log dilutions of sucrose gradient
purified TC-83 (graciously supplied by Dr. Jahrling, Virology Division,
USAMRIID) were prepared in 1% BSA-KPBS, pHi 7.4. Serial dilutions of
reconstituted live attenuated VEE vaccine (NDBR 102, National Drug
Company, Philadelphia, PA) were prepared in deionized H20 or 0.05%
Tween 20 (Sigma).

Chemiluminescent Immunoassay (CLIA) Procedure: One mal of each
virus dilution was reacted with 100 41 of MaVEE-bead in 10 x 75 mm
borosilicate glass test tubes and incubated from 4 to 6 h at 37°C with
mild agitation. Antibody bead-virus complex was centrifuged at 2,500
x F, for 30 min at 4°C. The pellet was then washed once with 3.0 ml
KPBS, vortexed, and recentrifuged. Next, the supernatants were gently
decanted, and the pellets resuspended with 1 mal RaMP (60 :,g/ml). Fol-
lowing an incubation of 2 h at 37°C, the mixture was again centrifuged
and the supernatant and pellet assayed by the luminol-H202 chemiluMi-
nescent reaction described below.

Supernatant Assay: To each 6 x 50 mm reaction cuvette were added
100 wl of supernatant and 100 jl of 30 iM luminol reagent. After

mixing and a 5 to 10 min incubation at room temperature, the reaction
cuvette was placed in the reaction chamber of the photomaultiplier mi-
crophotometer and 100 l1 of fresh 3% 1202 injected. The chemilurmines-
cent peak flash height was measured and recorded as relative light
intensity in millivolts.

Pellet Assay: Pellets were resuspended in KPBS and centrifuged
for 10 min. This washing procedure was repeated three times. Fol low-
ing the final wash, pellets were resuspended by vortexing in I nil
0.1 N NaOH 1% EDTA reagent. After allowing the m i xt wire to st and Ior
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10 to 15 min, 100 Il aliquots were assayed by the luminol-H202 method

described above. (A minimum of five replicates was assayed for each

supernatant or pellet of virus dilution tested.)

Radioimmunoassay (RIA) Procedure: To 12 x 75 mm borosilicate
glass test tubes were added 50 pi of I mg/ml antibody bead, 50 pl tri-

tiated TC-83 (109 PFU/ml) supplied by Dr. Jahrling and 1.0 ml of virus

preparation. Following an incubation period of 18 to 66 h at 370 C, the

tubes were centrifuged and supernatants and pellets were assayed as

follows: 2 0 0 -il samples of supernatant were mixed with 6 ml of scin-

tillation cocktail and counted for 10 min; pellets were washed once with

KPBS, centrifuged, and resuspended with 0.5 ml 0.05% Tween 20. The
resuspended samples were transferred to scintillation vials, 6 ml of

cocktail added, and counted for 2 min.

RESULTS

As shown in Figure 1, various ranges of viral concentrations were

detectable by varying the concentration of antibody bead. The maximum
chemiluminescent response (CL) is directly proportional to the maximum

binding of labeled second antibody. Bound second antibody is indirect-

ly proportional to the concentration of bound virus. As the concent-

ration of virus increases per antibody bead concentration, the binding

of labeled second antibody decreases, which results in a decrease in

the measured CL response. Therefore, as the concentration of virus

approaches saturation of the antibody bead, the CL response approaches

background (endogenous) chemiluminescence.

100og MoVEE-SEAD

2- 5

I 20 ,

LOG VEE-TC03 PFU

Figure 1. Chemiluminescent Analyses. 100, 50, and

20 01 of stock MaVEE-bead (I mg/ml) incubated 4 h

with sucrose gradient purified TC-83 followed by a

1 h incubation with I ml RaMP (60 jg/ml).
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In order to confirm the CLIA results, a RIA competitive antigen

binding assay was examined using tritiated TC-83 in competition with
sucrose gradient purified TC-83 and live attenuated VEE vaccine. Both
BSA-treated and untreated antibody beads were used in the assay. The
RIA results of a 66-h incubation with sucrose gradient purified TC-83
are shown in Figure 2. Figure 3 shows the results of an 18-h incuba-
tion with live attenuated VEE vaccine. In both cases the same degree
of sensitivity and detection limits were achieved with a 6-h CLIA.

100-

90

z
m 80- o0

70-

65.
0 1 2 3 4 5 6 7 8 9

LOGIo TC-83 PFU/ml

Figure 2. RIA Pellet Analysis of Sucrose Gradient
Purified TC-83. 50 il MaVEE-bead (1 mg/ml), 50 ol-
tritiated TC-83 PFU/ml), and 1.0 ml TC-83 dilution,
incubated for 66 h.
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801

S70]

0

60

2 3 4

LOG1 o TC-83 VACCINE PFU/mI

Figure 3. RIA Supernatant Analysis of Live

Attenuated VEE Vaccine. 50 ,J MaVEE-bead

(I mg/ml), 50 iil tritiated TC-83 (109 PFU/ml),

and 1.0 ml vaccine dilution, incubated for 18 h.

DISCUSSION

The use of RIA and ELISA for determinations of antibody and anti-

gen concentrations is well-documented (14-18). As described in this

paper, a CLIA method has been developed which parallels the reported

sensitivity of RIA and ELISA, but offers several advantages. CLIA

uses a covalently bound antibody-solid phase system, which eliminates

the problems of desorption of antibody that occur during washing in

the ELISA system (19,20). The CLIA-luminol system does not require

the use of radioactive materials as does RIA, and therefore is not de-

pendent upon radioactive half-lives in reagent shelf life, as well as

the hazards associated with radioactivity. The luminol based assay

also does not require an enzvmatically active label as does ELISA.

The chemiluminescent response in the CLIA-luminol system is dependent

on heme concentration (1,2,4) present in the conjugate.

Finally, the viral CLIA system described requires only 6 h to de-

tect 102 PFU of virus; standard RIA and ELISA procedures (11,12,14,15,

17) require 18 to 48 h for detection, while other luminescent proce-

dures (7) indicate detection limits of 106 PFU.

Currently, other group A arboviruses are being tested for specifi-

city da'd possible cross-reactivitv. The CLA svstem will also be exa-
mined for detection of other potential BW viral agents.
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PART II. Francisella tularensis Live Vaccine Strain (LVS) Assay

Douglas W. Reichard

MATERIALS AND METHODS

Apparatus: Equipment and reagents were identical to those des-

cribed in Part I.

Sera: Hyperimmune anti-Francisella tularensis serum was obtained

from rabbits inoculated in the foot pads with 1010 (0.5 ml total) F.

tularensis live vaccine strain (LVS) and followed 28 days later by

intramuscular inoculation of 1010 LVS. Rabbits were exsanguinated on

day 46; serum was separated. A crude immunoglobulin fraction was pre-
pared from a 40% (w/v) (NH4 )2 SO4 precipitation which was dialyzed

against 0.01 M KPBS, pH 7.0. Crude immunoglobulin was further purified

on protein A-Sepharose as described in Part I. Rabbit anti-F. tula-

rensis (RaFT) was stored at 4°C in 0.01 M KPBS with 0.1% azide.

Conjugate: Horseradish peroxidase conjugated goat anti-rabbit

IgG (GARP) was obtained commercially (Miles Laboratories, Inc., Elk-
hart, IN). Peroxidase conjugates could be further purified on protein

A-Sepharose.

Chemiluminescent Reagents: The luminol and hydrogen peroxide rea-

gents were as described in Part I.

Solid Phase Support: RaFT (1.2 mg) was passively adsorbed to 400

frosted 1/8-in diameter, polystyrene beads (Clifton Plastics, Clifton
Heights, PA) in 25 ml of 0.1 M Na 2 CO 3 pH 9.0, for 4 h at room tempera-

ture and overnight at 4°C (15). The antibody-coated beads were washed

two times with KPBS and stored at 4°C in KPBS containing 0.1% NaN3.

Bacteria Preparation: Serial log dilutions of 109 LVS obtained

from Bacteriology Division, USAMRIID, were prepared in normal saline.

Chemiluminescent Immunoas~iay (CLIA) Procedure: Bacterial dilu-

tions were incubated and mildly agitated at 37°C for 2 h with anti-
body-coated polystyrene beads (I ml/bead/tube). The sipernat;int wis

then aspirated and discarded; the beads were washed two times with

KPBS. One ml of labeled second antibody ((ARP) diluted 1 :250 with

0.01 I Na 2 CO 3 with 0.1% BSA, pH 8.5, was added to each tu~e nd tinl

beads incubated for 2 h at 37°C with mild agitation. Followin incub-

ation, the GARP solutions were removed by aspiration and the hc'pV-;
washed several times with KPBS. The heads were then trinsI(rr',, ,
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50 mm reaction cuvettes and 100 l of luminol solution were added.
After allowing the beads to sit for 5 min, the tubes were placed in
the reaction chamber and 100 V1 of 3% H202 were injected to produce
the chemiluminescence. The light values were measured on a potentio-
metric recorder and expressed as relative light intensity.

RESULTS

Since a labeled species-specific second antibody was employed in
this assay, the amount of light produced should be directly propor-
tional to the amount of HRPO present (1,2) and, therefore, inversely
proportional to the amount of bacteria in the original solution.

As can be seen in Figure 4, our data show an increase in chemilu-
minescence with increasing bacterial concenrations with a cut-off in
detection at approximately 102 bacteria/ml.

8000-

7000-

w 6000-
z

54000

40-00

3000-

2000-
0 I 2 3 4 5 6

LOG CLVS]

Figure 4. Chemiluminescent Analysis. Antibody-
coated polystyrene beads incubated with serial
log dilutions of bacteria for 2 h at 37°C followed
by incubation with labeled second antibody for 2 h
at 37*C. Chemiluminescence values were calculated
by subtracting background from peak height responses.

The chemiluminescence response of our data is opposite to that
which was theoretically anticipated; several hypotheses were proposed
as possible explanations: (a) labeled second antibody bound non-spe-
cifically to antigen, (b) free HRPO bound nonspecifically to polysty-
rene beads, (c) chemiluminescence was due to bound bacteria (4), and
(d) antibody-binding was similar to that observed in quantitative
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precipitin reactions.

In various experiments designed to test these hypotheses, it was
found that GARP does not bind to LVS antigen (hypothesis a). Less than
10 free HRPO does bind, but this amount is not enough to influence the
chemiluminescence observed during the assay (hypothesis b). The chemi-
luminescence from bound bacteria is not detectable until the bacterial
concentration reaches 107 to 108 /ml (hypothesis c). To test hypothesis
d, beads were coated with varying concentrations of first antibody. If
precipitin-type binding parameters were involved, at high concentra-
tions of first antibody, an increase in chemiluminescence should be

observed due to matrix formations. At low concentrations of first
antibody, a decrease in chemiluminescence should appear as matrix for-
mation becomes less probable. At high concentration of antibody
(1:400 dilution), an increase in light emission was observed while
a decrease in light emission was noted at a low concentration (1:400
dilution). It is, therefore, suggested that the observed chemilumines-
cent response in the assay is probably due to the antibody-binding
parameters described.

DISCUSSION

Passive adsorption of antibody to plastic as a practical assay
procedure was first described by Catt and Tregear (19). Since then,
this method has been utilized to develop RIA and ELISA tests for many
antigens (16). The preferred plastic for these tests has been poly-
styrene in test tube and microtiter plate form.

However, an inherent problem of antibody desorption during multi-
ple washing and incubating steps has been observed with these regular
polystyrene solid supports (20,21). Recently, the use of polystyrene
beads with a milled textured finish has been reported (22). The use
of these frosted beads suggested that desorption might be limited,
compared to the aforementioned polystyrene support mediums. The use of
polystyrene beads, while providing good adsorptive properties, still
suffers from the problem of antibody desorption during washing. Multi-
ple wash steps are necessary to insure that no contaminating substances
(i.e., heme-containing compounds and divalent cations) are present to
produce extraneous chemiluminescence.)

As with all immunoassays, the affinity and homogeneity of the pri-
mary antibody determines the specificity and degree of cross-reactivity
of the assay method. Typically, F. tularensis does not produce high
titer IgG antibodies, usually only 1:64 at 3.5 mg/ml. Higher titer IgH
antibodies can be obtained, but they do not adsorb to polystyrene (20).
As shown in Part I, the VEE antibody titer was more than 10 times
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greater than the F. tularensis titer. Further studies are in progress
in an attempt to produce higher titer F. tularensis antibodies.

CONCLUSIONS

The results presented show that a rapid procedure for the detec-
tion and identification of viral and bacterial antigens is possible
with chemiluminescent immunoassays. Chemiluminescent immunoassays
appear to offer the sensitivity and simplicity required for rapid iden-
tification of potential BW agents during military operations. Further
research is underway to explore new approaches which may yield even
more applications of this new technology.
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A NEW TECHNIQUE FOR DOPPLER FREQUENCY
ANALYSIS OF RADAR SIGNALS

*OTTO E. RITTENBACH
US ARMY COMBAT SURVEILLANCE &
TARGET ACQUISITION LABORATORY

FORT MONMOUTH, NJ 07703

1. BACKGROUND

A longstanding performance goal for Army ground surveil-

lance radars is the automatic classification of moving ground targets

on the battlefield. Limited classification has been achieved by

splitting the radar doppler spectrum into lower and higher frequency

bands, thus distinguishing between targets having different radial

velocities. While this is an important feature, since only certain

targets (vehicles) are capable of obtaining high radial speeds, it

does not provide a distinction between a moving man and vehicles

having low radial speed components.

That there are distinct differences in the doppler signa-

tures between man and vehicle is easily established by listening to

typical doppler return signals. One can clearly distinguish the step

modulation of a walking man from the relatively constant or slowly

changing tone of a vehicle. As to be expected, a spectrogram of a

walking man (Figure 1) shows this repetitive behavior. Most obvious

is a sinewave like frequency modulation at the step frequency of the

main body return power appearing as a black band near 100 Hertz.
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This oscillatory temporal characteristic in the doppler

shifted frequency is practically never seen in vehicular return and

is the discriminant chosen for automatic classification.

LE100

50Hz

Figure 1: Doppler Spectrum of Walking Man

This paper describes efforts at the Combat Surveillance and

Target Acquisition Laboratory at Fort Monmouth, NJ to develop an auto-

matic classifier for moving personnel using a novel frequency locked

loop to detect the modulation present in radar echos. After de-

veloping the theory, experiments are described and recommendations

for further work are given.

2. THEORY

A coherent radar transceiver is used to obtain the doppler

signal from a moving target. This signal is fed in a frequency

locked loop using a frequency modulation discriminator to transform

the momentary doppler frequency in a voltage. After the frequency

loop locks on the target, the voltage proportional to the doppler fre-

quency is analyzed for frequency modulation inafast fourier transform.
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Its detector supplies signals to the display indicating the echo area,

the radial speed and the step frequency (if any) of the target. Em-

phasis is placed on evaluation of different frequency locked loop

variations of a novel discriminator.

For an uncluttered presentation, only the essential building

blocks of the classifier are discussed. Also only the parameters re-

levant to the classification techniques described are included. When

not essential, attenuation, phase and time delays are omitted or set

to zero, oscillator signals have unit magnitude, multipliers have a

multiplication constant of two and rectifiers give the magnitude of

the input sinewave. Angular frequencies are used throughout. The main

parts of the radar system are Transceiver, Frequency Modulation Trans-

former, Detector and Display.

TARGET 1TASEV11TASF DTCO = PLAY

Figure 2. Radar System for Automatic Identification

2a. RADAR TRANSCEIVERS: The doppler signal out of a radar

is described by a magnitude md which is proportional to the target

backscatter strength and the doppler frequency shift ad. The output

depends on the radar design and can be represented as mdcos(ao+ad)t,

a sideband of an offset frequency ao where a0 represents either the

radio frequency, the intermediate frequency, or a natural number mul-

tiple of the pulse repetition frequency. In the homodyne transceiver
case, both the Inphase component m dcos(ao+adP and the quadrature com-

ponent mdsin(ao+ad)t are needed to derive information on radial direc-

tion.
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2b. FREqUENCY MODULATION TRANSFORMER: The frequency mod-

ulation of the doppler return from a walking man is transformed into

an amplitude modulation for further processing. The transformation is

described in three steps: Frequency Sensitive Elements, Discriminator,

and Frequency Locked Loop. ,

2bl. FREQUENCY SENSITIVE ELEMENT: Resonant circuits and

R-C circuits are discussed.

2bIA. RESONANT CIRCUIT: Consider a tuned circuit of resonant

frequency a and quality factor Q consisting of inductance L and a ca-

pacitance C in parallel (a = 1i'CEE, followed with a resistor R in

series (normalized frequency n = Q(as/a-a/aS ) with Q = RaC = R/aL),

fed from a constant voltage source. For this configuration, the cap-

acitances of the connecting lead and the load can be compensated by a

corresponding reduction of capacitance C (figure 2bI). If the magni-

tude of the source signal is mS and its frequency is aS, the input

voltage i Cos ast. The output i across the tuned circuit is

o (ms1 1+n2 cos(ast-tan- n) and the output q across the resistor is
0q= (mS/y41+I/n2)cos(aSt+cot in). Since both output connections for

0 are floating, it is sometimes desirable to use the circuit of fig-

ure 2bIA where one output connection is grounded.

R q Fig. 2bl. L C Fig. 2bIA.
Frequency Frequency

C Splitter R q Stop

2biB. k-C CIRCUIT: Since inductors are usually the

largest, lossiest and most expensive tuned circuit elements, inductor-

less designs are included. The above formulas are then simplified by

letting L-OOD, resulting in resonant frequency a = 0, quality Q = 0

and the normalized frequency n = RCas.
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2bll: DISCRIMINATOR: A conventional and a novel discriminator

are treated.

2bIA. CONVENTIONAL DISCRIMINATOR: After bandpass fil-

tering the source signal with frequency as is fed with magnitudes

m and m+ to the filters Frequency Pass - and + (figure 2bIIA) whose

resonant frequencies are a and a+ (figure 2bI). Designating the in-

ductances as L_ and L+, the capacities as C. and C+, the resistances

as R_ and R+, the qualities of the tuned circuits as Q_ and Q+, the

normalized frequencies as n+ and n1 , the output signals as o and o+9

the output feed the twoway linear rectifiers + and -. The rectifier

outputs o+ and o feed the Subtractor, whose output 10+1-tois

smoothed in the JL ss filter, making its outputIo+-ioIu

m+/+I+ - m./1+n 2. The amplitude versus frequency slope is

s+-s. with s = d(m// n)/d(a s/ am) mnn'/ (1+n2)3 and n'=dn/d

(as/am), where am = aa, the geometrical mean of the resonant fre-

quencies.

Fr. Pass ectifier !

+I +-Bandpass FrSas eciir Ubtract Lwas i

Figure 2bIA: Conventional Discriminator

For the special case of equal signal magnitudes m = m = m

and equal quality Q_ = Q+ = Q, the output is ms.(/i1+n+ -'/ )

For large normalized frequencies this approximates 2m (a m-1)/(Qa /a).

The slope at the am becomes then 2msQ (am - 1/am2)/{ 1+[Q(am-i/am)]2}

Figure 2b1 shows the lowpass output and its contributions from Fre-

quency Pass -and + for unit source signal magnitude m - m+ = m = 1,
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DISCRIMINATOR CHARACTERISTICS
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Quality Q = Q+ = 12 and resonance frequency ratio a+/a_ 1.44. The

slope for as = am is 4.2354 at the origin.
2bIIB. NOVEL DISCRIMINATOR: The preferred characteristic

of a discriminator has odd symmetry response with respect to a center
frequency. The susceptance of a lossless tuned circuit j(aC-1/aL)

has this property, but approaches infinity for frequencies nearing
zero or infinity. A response which decreases at the extreme frequencies
as with the conventional discriminator, can be achieved by correlation

using resonant or R-C circuits.
2bIIB1. RESONANT CIRCUIT CASE: A source signal mscos ast

Is fed into the Pass filter for rejection of undesired frequencies.
The Frequency Splitter (figure 2BIIB1) outputs I and q are fed into

Phaseshifters I and q with phaseshifts p, and pq = p.+900 to supply I

cosine signals with magnitudes ms1+n 2 and ms/Vl+1/n , and phase
+pi-tann to the Multiplier with constant M, whose output

[Mn5 2/2(n+1/n)]-cos 2( 'last+pi-tan'in)] is fed to the Lowpass, which

removes the alternating part, leaving Mms2/2(n+l/n). For small and
large normalized frequencies, this can be approximated by
Mms n/2 and Mms 2/2n. At the origin of Figure 2bII n = o and the slope,

MMs2 (n-1/n)/2n(n+l/n)2, becomes Mm 2/2 giving an output of Mms2n/2.The slope vanishes Sor n = +1, where the outputs become the extremes

2 +n 2/n+Mms /4. For large n the output is about +Mms2/2n.

7--
Fr Sit Multpl

Phase

Figure 2bIIBI: NOVEL DISCRIMINATOR
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Phase Pass i Fr Pass 

Hlul tipl Lowpas s
Phasesh "as s q I- Fr S top

Figure 2blIB2: NOVEL DISCRIMINATOR

For comparison of both types of discriminators it is assumed that their

noise outputs are equal as well as the dynamic range of their nonlinear

elements, the rectifiers and multipler. Setting the maximum input vol-

tage to unity for both should make the output of the nonlinear element

equal at the extremes. Since this was set to unity for the conven-

tional discriminator, the multipler contant becomes M = 4. In addi-

tion, the slope of both discriminators shall be equal at the origin.

Since the slope for the conventional discriminator was given in units

of source over resonant frequency, the slope for the Novel Discrimi-

nator with respect to the normalized frequency has to be multiplied

with the derivative of the normalized frequency to source over re-

sonant frequency: (Mms2/2)(d n/d as/a) = (4.12/2)[d Q.(as/a-a/as)]

/(d as/a) = 2Q[l+(a/as)2] = 4Q, since at the origins source and re-

sonant frequency coincide. Setting both slopes equal gives 4.2354 -

4Q or Q = 1.0594 (figure 2bll). For this case, the outputs for large

normalized frequencies are about 16 times larger for the Novel Dis-

criminator.

An equivalent circuit to figure 2bIIB1 is shown in figure
2bIIB2. The phaseshifters have been shifted to the input, requiring
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the Pass function to be performed by Pass i and Pass q and the Fre-

quency Splitter function by Frequency Pass and Frequency Stop.

If the source signal consist of two sinusodial signals with

magnitudes m1 and m2 and with frequencies a1 and a2, the series of

Frequency Splitter and Phaseshifter i and q gives oututs (figure
1 ~ ~ ~ - 2mILW)o(u i.2bIIBl) of: (ml/-1+a)cosf a1Jt+Pi-tan nl)+ (m2/ l+n22).cos +p2

-tan n2 ) and (ml/4'+1/n1L)cos( all t+pi-tan-ln2)+(m2/1+1/n 2 -

cos ( la2 1t+P2-tan n2). Both are fed into the Multipler, that forms

4 products equivalent to 8 frequency components. The Lowpass rejects

all alternating parts, leaving M[m 1 2/(n 1+1/n1)+m2 /(n2+1/n2). For

the case of equal magnitudes m1 = m2 = m and about equal frequencies,

the output can be approximated by Mm2 (n1+1/n2 )/2.

2bIIB2. R-C CIRCUIT CASE: The inductances are left out

of the tuned circuit (L-&OD). The Pass or Pass I and q are now low-

passes. If the signal is applied as shown in figures 2bIIB2, only

positive output values corresponding to positive n in figure 2bll are

achievable, since one input frequency is all times assumed to be pos-

itive. But if two out-of-phase source frequencies are available as

from a quadrature homodyne receiver and they are applied to the inputs

of the Pass i and q of figure 2bIIB2, the full output range can be

covered (including negative values). The lowpass output is now

(Jas/as)Mms 2 (RCas +/RCa s)

2bIIC. USE OF DISCRIMINATOR: Despite its lower dynamic
range, the conventional discriminator with its many variable para-

meters has potential for a larger linear range near the origin than

the Novel Discriminator. But using a discriminator directly as In

frequency modulation broadcast receivers is not desirable, since

the radar echo from walking man changes in amplitude and is mixed with

noise and sometimes other doppler signals from different speed targets

and windblown clutter. Clipping before discriminating will erase amp-
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litude modulation, but is a far cry from matched filtering, since

it gives equal emphasis to small and large returns, thereby increasing

the nonsignal contributions.

2c. FREQUENCY LOCKED LOOP: The disadvantages of clipping

can not only be avoided by using a frequency locked loop out an ad-

ditional increase in signal-to-noise-ratio is possible by having an

increased gain of the discriminator circuit near its axis of asymetry,

where the correction signal for the control voltage most of the time

will appear. Outside this narrow band the gain should be lower but

stay above a certain minimum level for timely aquisition of a newly

appearing target echoe at any frequency of the selected doppler band.

The output of the conventional discriminator increases pro-

portional to the input magnitude, while the novel discriminator fol-

lows a square law response. If the Lowpass has a long storage time,

the outputs for changing inputs are averaged. But a square law re-

sponse gives heavier emphasis to times with higher input signals and

therefore higher signal-to-noise ratio. For these reasons, only the

Novel Discriminator will be considered further on. Signal bands being

centered and onesided to an offset frequency ao are being treated.

2cI. SIGNAL BAND CENTERED AT OFFSET FREQUENCY: The direct

doppler return is used or its conversion to an intermediate frequency

by either an intermediate receiver or by a pulse quadrature receiver.

Frequency locked loops using discriminator with resonant and R-C cir-

cuits are treated.

2cIA. USING DISCRIMINATORS WITH RESONANT CIRCUITS: After

filtering in Pass i, the signal supplied by the radar receiver

mdcos(ao+ad)t is multiplied with an oscillator signal, at frequency

ac having a unit amplitude, cos act, in Multipler i (figure 2c), pro-

viding a signal md[cos(ao+ad-ac)t+cos(ao+ad+ac)t] to the discrimina-

tor, whose Pass (figure 2bIIB1) rejects the sum frequency. The differ-

ence frequency becomes the source frequency a = ao+ad-ac with
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a magnitude of mS = md. For zero doppler shift, both source and re-

sonant angular frequency should be equal as = aI while the normalized

angular frequency and the output signal vanish: n = Mmd2/2(n+l/n) = 0,

making the oscillator frequency to ao-a. Approximating the oscillator

behavior by a linear characteristic with a slope F gives therefore

ac = a oa+FMmd
2/2(n+1/n). This equation does not yield a simple sol-

ution. But after frequency lockis achieved, only the discriminator

characteristic part near the origin is used, where the slope is MQmd2

ha tac r i a 2
so that ac 

= ao-a+FMQmd (as-a)/a. This gives the discriminator output

as ad/(F+a/MQ.md ), which approaches for large signal magnitudes ad/F.

Pass Multipl hq q Phasesh

Figure 2c: Frequency Locked Loop

2cIB. USING R-C CIRCUITS: The signal mdcos(ao+ad)t is

let through Pass i for Multipliers I and q, whose other inputs are

cos act from the Oscillator and sin act from the Phaseshifter, whose

input is also supplied from the Oscillator (figure 2c). The Multi-

plier i and q outputs md.[-cos(ao+ad-ac)t + cos(ao+ad+ac)t] and md

[-sin(ao+ad-ac)t+sin(ao+ad+ac)t] are fed to discriminator Pass i and q

(figure 2bIIB2), which reject the sum frequencies signals. The dif-

ference frequency acts as source frequency a a +a da as before.
But since the slope at the origin is now Mm RC/2 and the resonant

frequency vanishes a=O, the oscillator angular frequency is approx-

imated as ac  ao+FMmd 2RCas/2, giving the output of the Discriminator

as ad/(F+2/RCMmd), which again approaches ad/F for large magnitudes.

2c1I. ONESIDED SIGNAL BANDS : To preserve information of
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radial direction, two quadrature inputs at the same frequency band

are needed. Only the discriminator using R-C circuits is suited.

Signal with and without offset frequencies are treated.

2cIIA. NON-BASEBAND SIGNALS: From a quadrature pulse re-

ceiver both lower or both upper sidebands of a integral multiple

greater than zero of the pulse repetition frequency are suitable. The

signals mdcos(ao+ad)t and mdsin(ao+ad)t are fed through Pass i and q
(figure 2c) to Multiplers i and q, whose other inputs cos act are sup-

plied by the Oscillator. The Multiplier i and q outputs

md[cos(ao+ad-ac)t + cos(ao+ad+ac)t] and

md[-sin(ao+ad-ac)t+sin(ao+ad+ac)t] are fed to discriminator Pass i and

q (figure 2bIIB2) which rejects the signals with sum frequencies. The

leftover signal at the source frequency of the discriminator (ao+ad-ac

= as) is centered around an frequency a +aM-a c (where the middle fre-

quency of the doppler band is symbolized as aM), which should be zero

for optimum discriminator performance, This makes the oscillator fre-

quency equal to ao+am for zero input and in general ac = aO+aM+FMRCmd2

as/2. This yields a discriminator output of (ad-aM)/(F+2/MRCmd
2),

which approaches (ad-aM)/F for large magnitudes.

2cIIB. BASEBAND SIGNALS: This includes doppler signals

from quadrature homodyne receivers and the baseband signals of quad-

rature pulse receivers. The signals mdcos a dt and mdsin adt are fed

through Pass I and q (figure 2c) to Multiplers i and q, whose other

inputs are cos act from the oscillator and +cos act from the phase-

shifter. The Multiplier i and q outputs mdtcos(ad-ac)t+cos(ad+ac)t]

and md[-sin)(adSac)t + sin(adac)t] are fed to discriminator Pass i

and q (figure 2bIIB2), which attenuates the sum frequency signals

only if their frequency exceed the cut off frequency of the Passes i

and q. In this case, the further processing is the same as in 2cIIA,

but with an offset frequency a0 = 0.
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But If the sum frequency does not exceed the cut off frequency

of the Passes I and q, the difference as well as the sum frequencies

are sent to the Frequency Pass and Stop. After track is acquired,

doppler and oscillator frequencies are about the same and the output

of the lowpass can then be approximated by Mmd 2(nj+1/n2)/2 with

n = RC (ad+ac) and n2 * RC(ad ac). Without input, the oscillator

frequency is equal to the middle frequency, therefore acuaM+FMMd 2(n+

1/n2)/2. By approximating the sum frequency by two times the doppler

aP =2a d' the discriminator output is (ad-aM +l/
2ad)/(F+2/MRCmd2 2

For large magnitudes, the discriminator output is (ad-aM+l/2ad)/F.

Whenever the output of the discriminator has a negative value suf-

ficient to drive the oscillator below the lowest expected absolute

doppler frequency, it forces the Phaseshifter to change the polarity

of its output, thus both incoming and outgoing targets can be tracked.

2d. DETECTOR AND DISPLAY: The signal at the Frequency

Splitter I or Frequency Pass output is rectified and monitored by a

threshold. If a preset level is exceeded an analog-to-digital con-

verter digitizes the echo magnitude for display (figure 2d). Also,

the discriminator lowpass signal is fed in a Fast Fourier Transformer,

and detected. Outputs exceeding a minimum level are converted and

displayed, including the d.c. output giving the average doppler fre-

quency. Since the modulation frequency even for running man is only

a few Hertz, the Fast Fourier Transformer and A/D Converter can be

time shared by many channels.

r etiieLThresholdI-*A/ CoyH eector FT

Figure 2d: Detector for Frequency Locked Loop
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EXPERIMENTS

A frequency locked loop using the NovI Discriminator with R-C circuit

was built. An endless loop with the recording of a radially walking

man using the base channel of a simple pulse radar supplied the input

voltage to both phaseshifters I and q (figure 2bIIB2). The discrim-

inator output was monitored with a digital voltmeter and a recording

real time spectrum analyzer. The signal fora walking man presented

clearly the doppler speed and the step frequency. It was also ob-

served, that the power of the doppler signal has a small spectral com-

ponent at the step frequency.

CONCLUSION AND RECOMMENDATIONS

While the limited experiments proved the feasibility of automatic

classification of a walking man, a wide range of experiments should

be conducted to determine the influence of speed and angle towards

the radar of different single and multiple targets, noise, moving

clutter, antenna modulation and observation time. Also the replacement

of multipliers by modulators should be investigated to minimize power

consumption.

The Novel Discriminator should have a wide range of applica-

tions in systems benefiting from frequency locked loops.
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PULSE CODE MODULATION OF CO 2 TEA LASER PULSE
2P
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LASER DIVISION, FT. BELVOIR, VA 22060

NEAL T. NOMIYAMA, MR.
SCIENCE APPLICATIONS, INC., McLEAN, VA 22102

Introduction

The CO 2 TEA laser pulse is characterized by a gain-switched spike
followed by a slow decaying tail. As a ranging waveform, the tail with its
slow fall time does not contribute to the device's accuracy in ranging measure-
ments. Elimination of this tail, with resulting increased(Tpergy in the spike,
by optimization of the gas ratios, has been sought after. 'On the other
hand, utilization of the entire pulse to include the tail, leads to the concept
of multifunctional applications such as range finding and Cooperative Battle-
field Identification Friend or Foe (CBIFF). Application to CBIFF requirements
would utilize the modulated tail by transferring coded telegrams to the target
being interrogated.

The tail portion of the CO TEA laser waveform is approximately 2
to 4 p sec long. Depending on th achievable bandwidths for the modulator
and receiver system, 10 to 100 bits of information can possibly be transmitted
on a single CO TEA laser pulse. A number of applications besides CBIFF
can be exploreA including communication between two vehicles, data transmis-
sion, and precision ranging to name a few. In this report, the CO TEA laser
pulse tail is electro-optically (EO) modulated with a polarization iensitive
switch capable of 5 MHz repetition rate and 100 nanosecond pulsewidths.
With this capability, three operational modes can be realized; namely, 1)
pulse shaping/sharpening of the gain-switched spike for precision ranging,
2) information transfer via modulation of tail, or 3) combining (1) and (2)
on the same laser pulse. Mode #/2 has been demonstrated and will be presented
in this report.
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Experiment

Linearly polarized light in the plane of incidence passes through an
uncoated ZnSe beam splitter placed at Brewster's angle (Fig. 1). Zero ref lec-
tion for the plane polarized beam is observed while maximum reflection
for the perpendicular polated beam takes place. The polarizing angle ip is
defined by Brewster's Law

tan X- n (I)

where n is the index of refraction for the beam splitter material (n = 2.40
for ZnSe).

The Pockels Cell (l-V1, Inc.) is an electrically-induced birefringent
material whose index of refraction changes proportionally to the applied
electric field. In a transverse-applied electric field configuration, the electro-
optic retardation causes the polarized light to rotate its polarization about
the optical axis such that one orthogonal component (say, Z' component)
grows as it propagates along the propagation axis at the expense of the other
orthogonal component (say, Y') For CdTe, the electric field is applied along
the cube diagonal < i i i > direction perpendicular to the propagation axis.
The phase retardation experienced by the polarized light passing through
the crystal with an applied voltage V is given below:

030ir n3 r V t.
r = Xo d (2)

where no = index of refraction
r4 1 

= electro-optic coefficient
Ao = vacuum wavelength of laser beam
k = crystal length
d = crystal width across which electric field is applied.

(3) 3
Using the following parameter values provided by Yariv, no r -120 x 10"
m/V, and Ao = 10.6 x l0- m, and crystal dimensions d = 3 mm, =6 cm,the
calculated half-wave voltage (r = 180 ) is 2554 volts. The approximate
half-wave voltage measured by the manufacturer is 2650 volts. The quarter-
wave voltage for CdTe is, therefore, 1325 volts (based on manufacturer's
estimate).
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A diagram of the experiment is shown in Fig. 2. In a double-pass configu-
ration, the plane-polarized beam passes through the energized Pockels Cell
and is converted into two orthogonal components of equal amplitude and
900 relative phase difference. The electric field vector is now circularly
polarized. When the circularly polarized light is ref ected back through
the energized Pockels Cell, it undergoes another 90 phase shift and is trans-
formed back to linearly polarized light, but now perpendicular to the plane
of incidence. This polarized beam is reflected off the beam splitter (placed
at its polarizing angle) and propagated to the receiver.

Results

The linearly polarized CO 2 TEA laser produces an average of 22 mJ
per pulse with an optimum gas mixture. Increasing the laser energy by an
order of magnitude will not damage these EO modulator units as they have
been reported to operate reliably with 300 mJ CO TEA laser pulses. For
pulse code modulation (PCM), a long tapered tail i3 desirable, and hence
a nitrogen-rich mixture is used (CO2 :N :He = 6:18:76). The resulting wave-
form is shown in Fig. 3. A telescope i used to reduce the beam to fit through
the crystal. A Ge crystal polarizer is used to further increase the linear
polarization of the partially polarized laser beam. Detector #1 is the timing
detector (HgCdTe) which triggers the modulator electronics. A pulse generator
produces a 2 microsecond gate during which a 5 MHz square waveform is
generated. This signal drives the high voltage power supply which drives
the crystal cell producing an optical signal 100 nanoseconds wide at 5 MHz
repetition rate (see Fig. 4 for power supply voltage). The high voltage power
supply was manufactured by Cober Electronics and was designed specifically
for this application using vacuum tube technology. The modulation optical
signal is detected by a reverse-biased HgCdTe PV detector with a frequency
response greater than 10 MHz. The received signal is shown in Fig. 5 with
two resolutions. Within a 2 microsecond gate, ten 100 nanosecond pulses
are created. The finite rise time of approximately 30 nanoseconds is limited
by the frequency response of the power supply. A possible alternative to
the vacuum tube design that would improve the rise time and hence increase
the repetition rate of the modulator might be using an avalanche transistor
design for the power supply. The rise time of the CdTe crystal is less than
a nanosecond (500 MHz frequency capability) and should not limit the overall
frequency response.

Pulse code modulation can be achieved by transmitting a sequence
of pulses at 5 MHz; if a pulse is present, a one is indicated, and if a pulse
is absent, a zero is indicated. To demonstrate PCM, the repetition rate
was changed to 2.5 MHz, or every other pulse was deleted from the pulse
train logic. An oscilloscope trace of this particular telegram is shown in
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Figure 3. 1 nmodul;ited CO, TEA Laser
Otlse with N.) Rich Gas

j r 000 ns/DIV)

Figure 4. Output Signal of High
Voltage Iower Supply for
CdTc, Crystal Modulator
(500 V/DIV, 500 ns/DIV)

Figure 5. Receiver Signal from Pulse
Code Idult ion of CO 2 TEA Laser
111so (T torace 500 ns/l)IV,

10 V V ,)w'r0 200 ns/DIV,
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Fig. 6. Note that the initial pulse is the unmodulated gain-switched spike
that has leaked through the polarizers.

In fact, the extinction level of the modulator will depend on this polari-
zation leak-through. Measurement of the zero level of modulation was ob-
tained indirectly by comparing the unmodulated signal due to polarization
leak-through and the modulated signal at its zero level. By examining Figs.
7 A and B, which are sequential shots of the unmodulated and modulated
signal, the extinction appears to be 100%. When averaged over several oscillo-
scope traces, the zero level coincided with the unmodulated signal level
indicating 100% extinction. The issue of signal extinction is important to
CBIFF if confidence in the transmitted signal is to be maintained. In a dy-
namic atmospheric environment such as fog, rain, dust, and smoke, the detec-
tion threshold is required to be set at the minimum allowable level so as
to obtain the largest dynamic detection range possible. By insuring a 100%
extinction of the signal, the threshold can be set as low as possible.

Beam quality was determined by measuring the horizontal intensity
profile of the output beam with and without the crystal modulator in the
optical train. Ten independent pulses were averaged for each position across
the beam in increments of 0.9 milliradians. The average signal normalized
to the peak average signal is plotted in Fig. 8 with and without the effects
of the crystal. The results indicate substantial beam degradation initially
from the beam splitters due to multiple reflections, and some further degrada-
tion by the CdTe crystal. Beam degradation by multiple reflections can
be minimized by using a single, wedged beam splitter instead of parallel
surface beam splitters such that the internal reflections produce highly diver-
ging wavefronts. The calculated beam divergence for a Gaussian beam is
given by the following equation:

= (3)

Using the aperture of the Pockels Cell unit as the limiting case, D = 3 mm,
the beam divergence (0/2) is 2.75 mrad, much less than what was observed
in Fig. 8. The additional beam spread can be attributed to multiple reflection.
Beam quality after the telescope was not measured although burn patterns
indicate a symmetric beam unlike that measured after the beam splitters.

Conclusion

In conclusion, we have demonstrated pulse code modulation of the
* tail of the CO 2 TEA laser pulse at a 5 MHz repetition rate with a 100% depth
of modulation using an external double-pass Pockels Cell modulator. Each
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Figure 6. Pulse Code Modulation
Logic: 1010101010
(500 ns/DIV)

Figure 7. Extinction Level Measure-
ment. Two Sequential Oscilliscope
Traces (Top trace: unmodulated,
200 ns/DIV; Lower trace: modulated,
200 ns/DIV)
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pulse is approximately 100 nanoseconds wide with a rise arid fall time of
approximately 30 nanoseconds. With a 100% depth of modulation, a high
false alarm rate under dynamic battlefield induced transmission conditions
is prevented.

This device can extend the capabilities of a CO TEA laser rangefinder
to CBIFF applications by using the tail for sending en&ded telegrams to
the target and shaping the gain-switched spike to improve ranging accuracy.
Therefore, a multifunctional device has been conceptually demonstrated
to provide both precision range finding and information transfer from the
transmitter to the receiver. The multifunctional device concept can be
applied to all EO devices to provide a cost effective method to improve
and extend performance capabilities.
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INTRODUCTION

A wide variety of semiconductor devices utilizing gallium
arsenide (GaAs) is currently under development by the military for
use in advanced communication, surveillance, and target acquisition
systems. GaAs, a compound semiconductor exhibiting a large energy
bandgap, is characterized by a high intrinsic electron mobility
(8600 cm2V-lsecl1 @ 300 0K) and resistivity (> 108 ohm-cm). The low-
field electron mobility of GaAs is one of its greatest attributes and
offers high frequency operation in devices such as the field effect
transistor (FET). Coupled with the material's high peak velocity
and low threshold field, GaAs integrated circuit (IC) devices offer
a two to six time speed improvement over their silicon counterparts.
When compared with standard silicon IC technology, the process steps
for GaAs ICs are relatively simple and few in number. As a result of
these advantages, the technology of manufacturing high performance
GaAs devices is maturing at a rapid rate. Thus, it is not sur-
prising to find these devices experiencing a greatly expanding role
in oscillator, mixer, logic element, power amplification, and low
noise/high gain application. However, the full potential and low-
cost manufacture of GaAs devices has yet to be realized, partly due
to material problems experienced by substrate suppliers and device
manufacturers.

It is commonly held by major GaAs device manufacturers that the
quality of semi-insulating substrates is one of the barriers to
obtaining reliable, reproducible, high-performance devices. In
addition, because the quality of commercially available semi-
insulating GaAs substrates is highly variable, extensive material
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qualification tests are required before substrates are accepted for
device fabrication. It has been shown that chromium (Cr), which is
used to compensate native impurities and produce high resistivity in
GaAs, redistributes during thermal processing (1-3), whether during
a subsequent epitaxial process or a high temperature ion-implantation
anneal procedure. Typically, the Cr depletes from a region one or
two microns deep and migrates to the surface where it occupies a
region about 4 000 X thick. The most serious consequence of this
distribution is that the depletion of Cr can uncompensate some of the
native donor impurities existing in the n-depleted region, resulting
in excess uncontrolled n-type activation and significant changes in
device characteristics and reliability. In addition to this "surface
conversion" problem, fast diffusing deep-level acceptors, carbon-
arsenic vacancy complexes and diffusing deep-level impurities are
still observed as a result of process-induced substituents.

In order to minimize the effect of substrate imperfections on
devices fabricated by epitaxy, one usually grows a high quality buffer
layer to isolate the device from the substrate. However, the epi-
taxial approach has two major drawbacks; cost and difficulty in
achieving the required thickness and uniformity. Although ion-
implantation reduces the cost of active layer fabrication, the im-

portant properties of the implanted layers, such as mobility and
doping profile, can be significantly affected by substrate character-
istics. In addition, inter-device leakage becomes a problem if Cr
redistribution causes a thin conducting layer to form on the GaAs
surface during the high temperature implant annel procedure.

The alternative solution to these problems is to improve the
quality of substrate material through the reduction of impurity and
defect levels and/or the elimination of charge compersators such as
Cr. Such is the objective of our research program.

CRYSTAL GROWTH

The technology involved in the growth of GaAs is considerably
more complicated than that employed for silicon, for one is dealing
with more complicated binary phase equilibria and a highly volatile
compenent, arsenic. Precise control of the As vapor pressure in the
chosen growth system is required in order to maintain exact stoi-
chiometry of the GaAs compound during the growth process so as to
achieve high mobility and crystal perfection.

The bulk compound is normally formed by the reaction of As vapor
with Ga metal at elevated temperatures in sealed quartz ampoules as
shown in Fig. 1. Typically, an As reservoir contained at one end of
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Fig. 1. Typical furnace and temperature profile for
compounding GaAs in quartz.

the ampoule is heated to 6000 C. This generates approximately 1 atm
of As vapor pressure in the system, a prerequisite for obtaining
stoichiometric GaAs (4). The As vapor reacts with the Ga metal
maintained at approximately 1260°C and located at the other end of
the ampoule in a quartz boat. After the Ga has been completely
reacted, single crystal growth may be initiated by programmed
cooling (gradient freeze) or by physically moving either the ampoule
or furnace to provide proper temperature gradients for growth. This
process is commonly referred to as the "horizontal Bridgeman"
technique and is the method used by all major commercial GaAs material
suppliers to date. Crystals prepared by this technique have a "half
moon" cross-section and, therefore, result in considerable waste in
IC processing where the required shape is a circular disk.

Another approach to the commercial production of bulk GaAs which
is gaining favor is the liquid encapsulated Czochralski technique
(LEC CZ). Metz et al (5) first described the use of an encapsulant
to suppress the loss of a volatile component from a melt. Mullin et
al (6) used this method for the growth of InAs and GaAs from stoich-
iometric melts. In this method, shown in Fig. 2, the vaporization
of As from molten GaAs is inhibited by placing a layer of a non-
reactive encapsulant (e.g., B203) on the melt surface. An inert gas
pressure which is higher than the As vapor pressure is then main-
tained over the molten B203 layer. A rotating seed crystal con-
tacting the molten GaAs is then slowly withdrawn through the liquid
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Fig. 2. Liquid encapsulated Czochralski pulling technique.

encapsulant while the temperature is regulated to obtain the desired
diameter crystal. The advantage of the LRC CZ technique is the
ability to prepare large diameter crystals in a relatively short
period to time. However, the GaAs polycrystalline source material
used in this technique and from which the crystal is pulled, is
normally compounded in quartz ampoules. The use of quartz as a
container for Ga, As, and molten GaAs, or as a reaction vessel can
lead to appreciable silicon contamination (7). Since silicon can act
as a shallow donor or acceptor in GaAs (8), chromium, a deep-level
acceptor and/or oxygen, a deep-level donor, must be deliber tely
added in order to compensate the GaAs, thereby making it semi-
insulating (> 108 ohm-cm).

A second drawback to the convential LEC CZ technique is its
separate two step process - compounding and subsequent crystal
growth. Because of this increased handling, more Impurities can be
introduced than those obtained in the horizontal Bridgeman process.
The in-situ LEC compounding/Czochralski growth process we describe
for growing semi-insulating GaAs incorporates, for the first time,
both steps and eliminates all dependance on quartz components,
thereby, reducing or eliminating the requirement for chromium com-
pensation. This is accomplished by reacting elemental gallium and
arsenic under a molten encapsulant in pyrolytic boron nitride (PBN)
crucibles at nitrogen pressures to 100 atm. A specially designed
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high pressure Czochralski crystal pulling system, Varian model
HPCZ, was used for maintaining the nitrogen gas ambient and for growth
of the bulk GaAs (see Fig. 3). This system contains provision for
the following: rotation of the crystal and/or crucible; raising and
lowering of the crystal and/or crucible; remote control of tempera-
ture, gas flow, pulling and rotation rates; TV process monitoring;
cryo fore-pumping; vac-ion pumping to 10- 5 torr; hydraulic lifting
of the chamber; and is designed for operation at pressures to 135 atm
with neutral, oxidizing or reducing ambients.

The in-situ LEC compounding and Czochralski growth of GaAs was
carried out in the following manner. The PBN crucibles were etched
in HCl, rinsed with de-ionized water following by methonal and then
vacuum dried overnight at 2000 C. The crucibles were then loaded with
stoichiometric quantities of high-purity gallium and arsenic. A
dehydrated pellet of boron oxide encapsulant was placed on top of the
charge and the entire assembly centered within a tantalum or graphite
susceptor in the Czochralski pulling chamber as shown in Fig. 4.

It was found that if the boron oxide encapsulant contained an
excessive amount of moisture, bubbles continuously formed at the melt/
encapsulant interface. These bubbles subsequently rose to the surface
releasing arsenic which, in turn, led to nonstoichiometric melts and
resultant twinning of the crystals. An oil-free, high-vacuum baking
system was constructed to further dehydrate the pellets. Heating the
boron oxide to approximately 10000 C at 10- 7 torr in induction heated
platinum/gold crucibles was found to give satisfactory results.

After the growth station was established (susceptor, crucible,
gallium, arsenic, boron oxide, etc.) and the chamber closed, the
system was evacuated to 10- 5 torr. The charge was then slowly heated
to 325 C to remove residual moisture and volatile gallium/arsenic
oxides. If the temperature exceeded 325°C, significant amounts of
arsenic were lost by volatilization prior to compounding. After
several hours, the system was then backfilled with high-purity0
nitrogen gas to 3.0 atm and the temperature increased to 450 C.
During this step, the boron oxide melted and flowed into the voids.
The pressure in the pulling chamber was then increased to 60 atm.
As the temperature was slowly increased, the compounding reaction
could be observed on the TV monitor being accomganied by a rapid
temperature rise as the crucible approached 700 C.

Single crystals of GaAs were grown from the in-situ compounded
material by the LEC CZ technique as previously shown in Fig. 2. All
crystals were grown in the <111>-B direction with nitrogen gas
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Fig. 3. High pressure Czochralski crystal pulling system.
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pressures of 1.0 to 20.0 atm. and pulling rates of 1.0 to 2.0 cm/hr.
Both concurrent and countercurrent rotation of crucible and crystal
were used at rates of 5 and 15 rpm respectively; the concurrent
rotation producing a more convex interface.

ELECTRICAL MEASUREMENTS

The measurements of resistivity, Hall mobility and Hall co-
efficient were performed using the van der Pauw method (9). This
technique has the advantage in that only four contacts are required
and only the sample thickness need be known. In this work, the
conventional "clover-shaped" sample geometry is replaced by an
equivalent "Creek-cross" structure (10) (see Fig. 5). The actual
GaAs structures are produced using an ultra-sonic milling machine.

The resistivity, p, in ohm-cm is given by D C

it tPRABCD + RBCDA

ln L 2 jF A Bwhere R -/
RAB,CD = VABC/ICD Fig. 5. Sample geometry.

and R BC,DA VBC /IDA

are in units of ohms, t is the sample thickness in centimeters and F
is the van der Pauw factor which is a dimensionless quantity dependent
only upon the ratio of R AB,CD/RBc,D A and is defined by the transcen-
dental equation

cosh I@ " RABCDR BCDA ] ,,ln2/F

I RABCDRBCDA

The Hall mobility, UHP in cm 2volt- sec -  is given by

H=1 0 8  t AR~cB

H Bp AC,BD

where B is the applied magnetic field in gauss and AR is the
A C BDchange in resistance when the magnetic field is applie 'perpendicular

to the sample. The Hall coefficient, RH, in cm /coulomb is calculated
from

RH PMH

The disadvantage of the van der Pauw method s that two resis-
tances (RAtJn and R BC ) must be measured requiring that voltage
and curren e'ads be sMfched. In addition, good experimental prac-
tice dictates that current leads be reverspd and switched in order to
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eliminate contact resistances and potentials, rectifying effects and
thermal emfs. Thus, in the collection of van der Pauw transport data,
eight configurations are used for resistivity measurement (Fig. 6.
(a)-(h)) and eight for mobility measurement (Fig. 6. (i)-(p)).

V (a

Fig. 6. SAMPLE CONFIGURATION FOR VAN DER PAUW TRANSPORT DATA

(a) - (h) RESISTIVITY
(I) - (p) MOSILITv

The switching of current and voltage leads and the reversing
thereof is accomplished by the arrangement shown in Fig. 7. The
sample is contained in a fully shielded and evacuated chamber (Fig.
8.) and is connected to four electrometers by triaxial cable, the
inner shield of which is driven by the output of each electrometer.
Shielded coaxial reed relays provide the required lead switching to
generate the various circuit configurations of Fig. 6. The result is
a fully guarded system capable of measuring samples having up to 1012

ohms resistance with a minimum of noise and settleling time.

Beacause of the large number of measurements necessary and the
large number of samples investigated, the guarded van der Pauw system
of Fig. 7. was automated whereby all switching of leads and electro-
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meters, measurement of current and voltage and calculation of param-
eters is accomplished under the control of a programmable calculator
(Fig. 9.). The system is presently under expansion to provide for
automatic magnetic field selection and temperature control.

L AGM Av ¢ r U uftl tso ot

FLECfTPOdAGNE • oT

Fig. 9.

AUTOMATED NAN DER PAUW HALL AND RESSTIV!TY SYSTEM

MIXED CONDUCTION ANALYSIS

When one carrier type dominates the conduction process, simple
Hall coefficient and resistivity measurements at low magnetic fields
provides values of carrier concentration and mobility. Semi-insula-
ting GaAs, however, exhibits mixed conduction; i.e., conduction by
both holes and electrons. This complication requires additional
information, in particular, the magnetic field dependence of both Hall

coefficient and resistivity, in order to permit resolution of the
independent carrier properties.

The total Hall coefficient is given by

R 2 + R p 2 + R R a 2 o 2 (Rn + R )BRun pp npnp n p
R 2 2 (1)

n+ o) + OnOp (Rn + Rp) B
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and the total conductivity by

(cy + ) + a2a
2 (R + R )2B2

n p n p n p (2)

a (1 + R O 2 B ) + a (I + R 2 B2 )n pp nn

where the subscripts n and p indicate the contribution due to elec-
trons and holes, respectively, and B is the magnetic field (11).
Using the intermediate functions X, Y, and Z (12), equations (1) and
(2) can be rewritten as

R = R [1 + Y + Z AP (3)
0

Po

1 2 Y 2X 2 0  (4)

B + n n AP

where p is the resistivity at zero magnetic field, Ap = p(B) - p0
and is called the magneto-resistivity and R is the Hall coefficient,0
equation (1), at zero magnetic field. Varying the magnetic field
from 0 to 18kG and plotting equations (3) and (4) yields curves (a)
and (b) as shown.

R
0

(a) 1 (b)

Curve (a) gives R and 6 = X/Y+Z whereas curve (b) yields the slope

S = 2 X. Letting:
P n

T (R a )2/S p ,  A = (2 + T(l + -2 )]/(1 + T/)

b [ [A + (A' - 4) f2,, c = (1+ab6)/[b(ab +

where a = r /r and is the ratio of scattering factors and assumed to
be unity, tIenPthe individual carrier properties can be calculated
from:
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electron mobility = = 1 1  cm2 Volt- -lse -
n -1 r

2 -
hole mobility = Pp u /b cm volt sec

a 0i -3
hole concentration = p = cm

qn c + b

-3
electron concentration = n = cp cm

intrinsic carrier concentration = ni = (np) cm-3

In addition, the Fermi level can be calculated from

E - EF = kTln(N c/n),

where N is the effective density of states in the conduction band.

An indication of the accuracy of this mixed conduction analysis
is given by the linearity of equations (3) and (4) and the similarity
of the calculated value of n. to its theoretical value of 1.5x,0 6 (12).

1

Table 1. compares the electrical properties of undoped GaAs grown
by the ET&DL process to chromium doped substrates from other sources.
Although the resistivity is slightly lower, the ET&DL material has one
of the highest electron mobilities, nearly equal carrier concentra-
tions and a Fermi energy level nearly intrinsic. Recent growths have
resulted in material with resistivities of 0.8x109 ohm-cm. In addi-
tion, thermal conversion analysis indicates the material is stable to
700 0 C for 30 minutes in H2, ultimately converting to p-type at 1000

0 C.

SUMMARY

The physical and electrical properties of GaAs show it to be an
important semiconductor material for use in advanced military elec-
tronic systems. However, millimeter wave and high speed IC device
development has been slowed due, in part, to poor and unpredictable
quality semi-insulating substrate material. A new modification of the
liquid encapsulated Czochralski pressure-assisted growth process has
been developed which employs in-situ compounding of GaAs from its
elements. This process, first demonstrated in the U.S. by ET&DL,
consistently yields high resistivity (to 10 ohm-cm) GaAs without the
intentional addition of charge compensators. Transport property

216



ROSS, AUCOIN, SAVAGE
WINTER and MALIK

Po -R 1n Pp n p n i  Ec-E F

x109  xl0 3  x10 3  xl0 2  x1O61xlO6 x1O6

3 2 2 -31 -3 -3ohm cm cm /coul cm /Vsec cm /Vsec cm- cm cm eV

HP 1.21 2.25 3.41 8.44 .963 2.23 2.76 .684

NRL .697 1.95 5.85 8.42 .832 5.94 2.22 .688

Laser Diodes .733 1.80 2.94 4.90 2.48 2.48 2.48 .660

Monsanto .0645 .370 5.74 16.9 .611

Morgan .843 .647 4.73 5.55 .392 10.0 1.98 .707
Crystal

.897 2.48 4.43 5.19 1.04 4.50 2.16 .682
Sumitomo .961 1.14 4.40 4.21 .492 10.2 2.25 .701

ET&DL* 1.67 5.37 9.89 2.16 3.33 2.68 .664

*non-Cr doped n (theoretical) = 1. 5x10
6 cm-3

Ec - E F(theoretical) = 0.675 eV

Table 1. Comparison of electrical properties of undoped GaAs (ET&DL)
to chromium doped substrates from other sources.

determinations by mixed conduction analysis indicates the material has
electron mobilites higher than Cr-doped material and Fermi levels
which are nearly intrinsic.

The one step technique for "in-situ" liquid encapsulated com-
pounding and Czochralski growth of GaAs is believed to be the best
approach to solving the current problems associated with semi-insu-
lating substrate fabrication. Various semiconductor material and
device manufactures such as Varian Assocites, Westinghouse, Hughes,
Rockwell, Microwave Associates and Metals Research are in the process
of acquiring, or have purchased equipment to grow semi-insulating
GaAs by this technique. Indeed, this approach is now becoming the
basis for U.S. volume production of large diameter, high quality,
semi-insulating GaAs material.
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Historically, the item level performance of a weapon system
has been expressed in terms of the firepower characteristics of the
weapon. The weapon characteristics normally included in the computa--
tion of firepower were range, accuracy, lethality, and rate of fire.
With the introduction of more sophisticated weapons, an awareness of
the need to include additional factors in the assessment of a weapon's
performance has emerged at both the decision and research and develop-
ment levels.

This awareness has resulted in the development of a methodol-
ogy permitting better understanding of the operational performance of
a weapon system, especially concentrating on the battlefield environ-
ment and its possibly degrading effects. The methodology is pattern-
ed after a model which was originally developed to evaluate the per-
formance of the 155mm laser-guided COPPERHEAD artillery projectile.
Analyses performed with this method are identified as being 'COPE"
type analyses and are primarily designed to evaluate the performance
of systems requiring uninterrupted line-of-sight between the attacker
and the target.

The operational performance of direct fire systems is affec-
ted by many factors which can combine in one manner or another and
influence the utility of the system on the battlefield. The method-
olody developed requires the identification of the influence of each
factor on the employment or performance of the particular weapon
system being evaluated. Initially an employment concept must be avail-
able to permit identification of the location of the weapon on the
battlefield, especially related to the anticipated enemy advancement.
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From this information, the anticipated ranges of engagement and the
corresponding periods of target unmask can be identified. Weapon or
projectile performance characteristics usually in the form of engage-
ment ranges, accuracies, and lethalities are needed; if pertinent,
these data should be correlated to weather condition. The effects of
terrain, as it influences target movement and intervisibility, is in-
cluded. The presence of vegetation and its effect on intervisibility
is also reflected in the methodology. For a system such as COPPERHEAD,
communications, command, and control and the problem inherent in a
designator operator's fire request being answered in a timely manner
to engage moving targets is portrayed. For other systems such as tanks
or anti-tank guided missiles, this factor is not pertinent and there-
fore, not included. Enemy fire and counter fire and its obscuration
and lethal effects are also considered when assessing operational per-
formance. These factors combine to reflect what is a realistic environ-
ment for the analysis of a weapons system' s operational performance.

A COPE type analysis exhibits certain characteristics. It is
basically one-sided. Provisions are included in the methodology to
evaluate the effects of enemy direct and indirect fire and their obscu-
ration and lethal effects, however, it is not two-sided in the sense of
a force-on-force model. The model uses probability density functions
as input, reflecting the frequency of occurrence of the many factors
influencing performance. As such, it is stochastic in its approach.
All performance factors are combined in the methodology resulting in
a tool which is very easy to test the sensitivity of total performance
to variations in one or more factors. However, the most noteworthy
characteristic of the methodology is its simplicity. The output is
quite transparent, giving results which are easy to understand and
interpret.

The events influencing the performance of a weapon system are
interwoven within the methodology, producing estimates of the chance of
successfully surmounting each factor. Four critical events, selected
for their tactical significance, aid in applying the output of the
model. These critical events are:

1. The occurrence of an occasion,

2. The attempt to engage a target,

3. The actual engagement of the target, and

4. The end of the mission.

The methodology assumes that an occasion occurs once a target
breaks terrain shielding. Once this occurs, the conditions for success
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must be satisfactory for seven factors before an engagement is attempted.
These factors constitute a set of conditions within which the observer
has survived, is able to detect the target, and the target is within the
employment range of the weapon system. Once the designator operator
requests fire, he must establish communications and line-of-sight must
exist before a round is fired. If the methodology determines that
these two factors are satisfactorily met, one or more rounds are fired
and seven additional factors are evaluated prior to the determination
of a target kill.

The last critical event, the end of the mission, occurs when
all rounds have been fired or at the cessation of available target
vehicles due to their passing out of line-of-sight or attrition.

To interpret the results of the model, four measures of perfor-
mance are developed. These measures are:

1. The probability of attempting an engagement given an
occasion occurs,

2. The probability of firing a shot given an engagement is
attempted,

3. The probability of killing a vehicle given a shot is fired,
and

4. An overall measure of operational utility which combines
the effects of all the performance factors.

The methodology has produced quantitative estimates of the de-
grading effects of environmental factors which previously have been
treated mostly qualitatively. In general, it has been found that the
most serious degrading factor influencing the utility of a direct fire
weapon system when engaging moving vehicles is the obscuration effects
of smoke and dust raised by supportive fires. Given that the decision
is made to engage a target, a shot usually follows, however, the proba-
bility of killing a target is usually lower than fire power estimates
would have estimated. The most serious degrading factor influencing
the weapons kill probability given a shot is fired, has been found to
be the loss of line-of-sight to the target during the flight of the
missile or projectile.

Comparisons have been made of the relative performance of
COPPERHEAD, tanks, TOW and HELLFIRE when engaging targets in relatively
open and close terrain.
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Due to their relatively shorter ranges, tank and TOW do not
attempt as many engagements as COPPERHEAD and HELLFIRE, however, due

to their shorter reaction time, they are more likely to get a shot off

once the decision is made to engage. The longer engagement ranges also
affect the PK/SHOT for tanks and TOWs as they fall below the other

systems with this measure. The measure of operational utility shows
that HELLFIRE outperforms all systems in the open terrain case, with
tanks and TOW being the least preferred. One factor has been omitted
from the HELLFIRE evlauation to date, which probably produces a favor-
able estimate of performance, that is, the likelihood of a helicopter
being available and properly located for the engagement. Current eval-
uations assume that an AAH is on station and assesses performance from
that point.

For terrain which can be classified as being close, thereby
affording short periods of intervisibility at short ranges, tanks out-
perform TOW and COPPERHEAD.

The methodology is such that it produces results which are
intuitively appealing and permit the direct comparison of various weapon
systems. However, its greatest value and the way that it has been most
used to date, is to analyze the operational performance of a system,
especially reflecting the environment and its effects on performance.
Used in this way, the model enables the assessment of the most serious
factors affecting performance, identifying which ones, given improve-
ment, could most increase performance. The model also has a tendency
to identify conceptual improvements which offer little or no improve-
ment in performance once combined with all the other potentially de-
grading factors. This can be a most valuable analytical tool, most
valuable indeed.
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ADELPHI, MARYLAND 20783

I. Introduction

Fiber-optic communication systems, now under development
by the U.S. Army, will be a prime factor in satisfying the Army's
communication needs of the 1980's. An important issue for any
communication system is survivability: in particular, survivabil-
ity on the tactical nuclear battlefield. One of the important
advantages gained by using fiber optics is their immunity to
electromagnetic pulse effects, which are frequently damaging to
conventional communication systems operating in tactical nuclear
environments. However, glasses in general, and optical fibers in
particular, are susceptible to the darkening effects of ionizing
radiation found in tactical nuclear weapon environments. This
problem is especially serious for Army applications because of the
long lengths of cables used in communication systems. Long-haul
fiber-optic communication systems are planned by the Army with
unrepeatered lengths up to 8 km and data rates of 20 Mb/s(1).
Previous fiber radiation data indicate that the use of optical
waveguides involving long lengths may be severely affected in
nuclear environments. The solution to this problem is an optical
waveguide with minimal sensitivity to nuclear radiation.

The purpose of this paper is to identify an optical wave-
guide which has a good chance for meeting the Army's requirements
for a radiation-hardened fiber-optic communication system. TO
accomplish this goal we have carried out an experimental research
program on a wide variety of commercially available optical wave-
guides and research prototypes. Glass-clad, high-silica fibers,
suitable for long-length telecommunications applications, were
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studied. The first step consisted of evaluating the ionizing radi-
ation sensitivity of commercially available glass-clad fibers as a
function of fabrication procedure and dopants. Then, after the
least radiation-sensitive fiber composition and fabrication pro-
cedure was chosen, additional investigations were carried out,
primarily on research fibers, to further reduce the ionizing-
radiation-induced losses. This was accomplished by selecting a
dopant concentration which we judged to have a significant proba-
bility of decreasing the fiber's radiation sensitivity.

Our investigation has shown that the radiation losses
induced in optical fibers can be greatly reduced by a judicious
choice of dopants, by the use of a particular fabrication proced-
ure, and by the wavelength of operation. Recognizing the system
requirements and radiation environments, we have chosen a fiber
which has a good chance of surviving the nuclear ionizing radiation
environment.

II. Fiber-Optic Waveguides

Fiber-optic waveguides are composed of a core material
surrounded by a cladding material. The refractive index of the
core is always greater than the cladding. Transmission of the
optical signal is achieved through light guided in the core because
of internal reflections at the core-cladding interface. Current
glass-clad fibers are made from silica (Si0 2 ), whose index of
refraction may be raised or lowered by doping with various impur-
ities. Typical index raising dopants include germanium, phosphorus
and cesium, and are found in the core. Index lowering dopants
include boron and fluorine and are found in the cladding. Several
fabrication procedures have been devised to fabricate doped-silica
optical fibers with low losses. These include the inside vapor
oxidation process or modified chemical vapor deposition (MCVD)
process, the outside vapor deposition process, the modified rod-in-
tube (MRT) process, the plasma-activated process, and the phase-
separable process. The signal bandwidth of a fiber may be con-
trolled by adjusting the index of refraction profile through a
gradation of the core and cladding dopants. Before discussing the
ionizing radiation response of optical waveguides, we describe the
radiation simulation and measurement techniques.

III. Radiation Simulation

The nuclear ionizing radiation was simulated using a 6 0Co
air source (located at the Harry Diamond Laboratories). The losses
induced in the fiber were measured during irradiation (i.e., in
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situ) when the source was brought out of the pool. The annealing
of the losses was continuously monitored following the irradi-
ation. Measurements of the losses were carried out over a tempera-
ture range from -77 to 1000C; this temperature range includes the
military operating range. Measurements were made at wavelengths of
0.8 to 1.3 tm , which includes the range under consideration for
operation of fiber-optic communication systems. The radiation dose
was obtained using CaF 2 thermoluminescent dosimeters. The radi-
ation effects data obtained on a wide variety of optical waveguides
is discussed in the next section.

IV. Fiber Radiation Data

Fabrication Technique and Dopant Dependence

The losses induced at 0.8 jim in a low-loss, commerically
available, Corning Glass Works (CGW) fiber from in-situ 60Co radi-
ation are shown in figure 1, as a function of ionizing dose and
temperature. The fiber was fabricated by the standard outside
process; the core was doped with germanium and boron, and the clad-
ding with boron. As can be seen, the losses induced increase dra-
matically as the temperature is lowered: the induced losses are
more than a factor of 20 smaller at room temperature then at low
temperatures (-500C). The temperature dependence of these curves
can be described by a thermally activated diffusion process with an
activation energy of 0.55 eV (2). Previous experimenters concerned
themselves with measuring the room-temperature radiation response
(3,4). Figure I shows that at -500C the losses for a dose of 200
rad(Si0 2 ) are in excess of 400 dB/km; at room temperature, the
induced loss is less than 20 dB/km. These data point out the
importance of measuring fiber radiation response over the entire
military temperature range. The annealing of the induced losses in
this fiber is shown in figure 2. The radiation dose was 2000
rad(SiO 2 ). Again, the losses increase as the temperature is
decreased. At 1000 s after 60Co irradiation, the losses are in
excess of 200 dB/km at -50OC; at 220C the losses decrease to less
than 10 dB/km. These data illustrate that if optical communication
systems are to be operational at low temperatures typically found
in military applications, as well as in radiation environments, a
means must be found to reduce the large losses that occur below
room temperature.

Figure 3 shows the losses induced from in-situ 6 0Co irrad-
iation as a function of ionizing dose in a CGW fiber doped with
germanium, boron, and phosphorus in the core and fabricated by the
standard inside process. Here it is seen that the temperature
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dependence of the losses at low temperatures (<-300 C) is reduced
compared to the previous fiber (in Fig. 1): this is attributed to
the addition of the phosphorus. The losses at 2000 rad(Si0 2 ) are
approximately 300 dB/km at -500C and are about six times smaller
than in the previous Ge-B-doped fiber fabricated by the outside
process. The annealing of the induced losses is shown in figure
4. A similar temperature independence is observed here as in the
in-situ radiation experiments.

These results demonstrate that the radiation response of
fiber-optic waveguides over the miliary temperature range depends
on dopant composition and waveguide fabrication techniques. For
this reason similar radiation measurements were performed on other
commercially available optical waveguides, having a wide range of
dopants and standard industry fabrication procedures (5). The
fibers are listed in Table I, along with vendor, core dopant, clad-
ding dopant, and fabrication procedure; the intrinsic loss and
bandwidth are listed in Table II. The CGW fibers have been dis-
cussed. The International Telephone and Telegraph (ITT) fiber
contained phosphorus and germanium in the core and was fabricated
by the inside process. The Times Wire and Cable (TWC) fiber,
Valtec (VAL) fiber and the Dainichi-Nippon Cables (DNC) fiber have
silica cores with boron and/or fluorine in the cladding. They are
fabricated by the outside, plasma-activated, and modified rod-in-
tube (MRT) process respectively. Also listed is a Canstar (CAN)
fiber fabricated by the phase-separable technique. Several
research fibers (BTL and HRL) are listed and will be discussed
later.

Figures 5 and 6 show the losses induced at 0.8 vim in the
commercially available fibers from 200-rad(SiO 2 ) in-situ 60Co
irradiation and at 1000 s following a 2000-rad(SiO 2 ) 60Co irradi-
ation as a function of temperature. The CGW and TWC fibers, both
fabricated by the outside process, show large losses at low temper-
atures for both measurement conditions. The losses induced in the
fibers containing F (i.e., Valtec and Dainichi-Nippon) showed large
losses at low temperatures in the 1000 s recovery experiment. The
phase-separable Canstar fiber has losses nearly similar to the P-
doped ITT fiber at 1000 s following the 60Co radiation, but the in-
situ 60Co induced losses are considerably lower in the ITT fiber
than in the Canstar fiber.

The F-doped Valtec fiber was manufactured from a Ifereaus-Amersil,
Inc. preform.
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Table I. Fiber Composition and Fabrication Procedure

Vendor Composition Fabrication
Core Cladding Procedure

CGW Ge-8-Si0 2  S-S10 2  Outside

CGW Ge-P--Si0 2  B-Si0 2  Inside

ITr GO-P-SiO2  1-B10 2  Inside

ONC Si0 2  a-r-si02 K"

TWC SiO 2  1-Si0 2  Outside

VAL Si0 2  F-si0 2  Plasma-Act.

CAN Cs-Si02  doped-Si0 2  Phase-Sep.

BTL Ge-P-Si0 2  V-Si0 2  inside

HRL Ge-P-Si02 S-Si_ Inside

Table II. Cptical Characteristics of Fibers

Intrinsic loan bandwidth (3dS)
Vendor at 0.82 on for 1 )= length

(dB/ka) (MHz)

CGW 5 270

CW 4 220

ITT -S 150

DNC -3 S00"

TUC -4 200

VAL -3.5 45

CAN -17* 15

STL -6 --

HRL -10 --

*at 0.89 Um
**6 dl
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Figure 5. Induced loss at Figure 6. Induced loss at
0.8 pm in several fibers from 0.8 pm in several fibers at
200 rad(Si0 2 ) in-situ 

60Co 1000 s following 2000 rad(Si0 2 )
irradiation at various tempera- irradiation at various tempera-
tures. The elements in paren- tures. The elements in paren-
theses are cladding dopants. theses are cladding dopants.

These results suggest that a Ge-doped fiber containing
phosphorus and fabricated by the MCVD process (inside process)

could yield a fiber with a low radiation sensitivity. To further
explore this, several Ge-doped fibers with different phosphorus
content were examined. Figures 7 and 8 compare the losses induced
at 0.8 pm in several P-doped fibers from 200-rad(SiO2 ) in-situ 60C
irradiation and at 1000 s following a 2000-rad(SiO 2 ) irradiation.
The Bell Telephone Laboratories (BTL) and Hughes Research Labora-
tories (HRL) fibers are research fibers; the ITT fiber was shown
previously (in Fig. 5 and 6). These fibers were all fabricated by
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in situ 60Co irradiation 2000 rad(Si0 2 ) 

60Co irradiation
at various temperatures. at various temperatures.

the MCVD technique, and had different phosphorus content in the
core. The ITT and BTL fibers had low phosphorus concentration; the
HRL fibers had high phosphorus concentration. All the fibers had
similar germanium content in the core except the BTL fiber which
had somewhat more. The cladding of these fibers was all doped with
boron. The intrinsic losses (at 0.8 urm) of the BTL and HRL fibers
were 6 and 10 dB/km; the ITT fiber was 5 dB/km. The bandwidth of
the HRL fibers, was probably less than that of BTL and ITT fibers
because the HRL fibbers have a layered index profile (eg. step or
W)(6) while the ITT and BTL fibers have graded index profiles.
From figure 8, we can see that the HRL fibers show much lower
induced losses at 1000 s following 6 0Co irradiation than the ITT
and BTL fibers: the losses induced in the HRL fibers were more
than a factor of five less than those observed in the ITT fiber

230

'-



*SHARE & WASILIK

over the temperature range of the measurements. The losses meas-

ured during 200-rad(SiC 2 ) 6 0 Co irradiation (in Fig. 7) show the

reduced sensitivity of HRL fibers compared with the ITT fiber.
This becomes more apparent as the temperature is increased.

These data show that a Ge-doped fiber with a high phos-
phorus content has an improved radiation response, especially in
recovery from the induced losses following irradiation, compared
with low-phosphorus-content fibers. However, these fibers also
have different index profiles. Whether this plays a role in the
radiation response of these fibers is under investigation. At any
rate Ge-doped fibers manufactured by the MCVD process and with a
high phosphorus content show the lowest radiation sensitivity of
the fibers evaluated.

Wavelength Dependence

In general, the radiation response of glass and optical
waveguides depends on wavelength. The spectral dependence of the

radiation losses induced in the low P
1.0c BTL fiber and the high P HRL fiber is

nGe-P-Si02 LOW P shown in figure 9. The losses are
xGe-P-Si0 2 HIGH P given relative to 0.8 pm in the

_ wavelength range from 0.8 to

1.06 im. The radiation dose was 2000
rad(SiO2 ); the radiation temperature
was 220C. As seen, the induced
losses tend to decrease as the

04 wavelength increases from 0.8 to

1.06 pm. Similar results were
4 observed at other temperatures. Data

0.2 taken at longer wavelengths (1.3 pm)
on the high-phosphorus content Ge-

I I doped fiber revealed that losses

0 0.9 I.0 1 increased beyond 1.06 4m and were
similar to those observed at 0.9 Um.
Considering only the fiber, these

Figure 9. Spectral depend- results indicate that the most desir-
ence of induced loss for able wavelength for operation in a
Ge-P-SiO 2 fibers. The radiation environment is at 1.06 pm.
radiation dose was 2000 However, consideration must be given
rad(Si0 2 ); the radiation to other system characteristics (sec.
temperature was 220C. V).
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V. Discussion

The fiber-optic response data shows that a high-
phosphor us- content Ge-doped waveguide fabricated by the !4CVD tech-
nique gives the lowest radiation response of the fibers measured.
Selection of the optimum operating wavelength depends not only on
the fiber radiation response but also on other system parameters.
These include emitter output, receiver sensitivity, component
degradation, and the intrinsic preirradiation losses of the
fiber. From the spectral dependence of the radiation response data
in figure 9, it appears that operation at long wavelengths,
especially at 1.06 prn, would be beneficial. However, the emitter
and detector performance must be considered. It is desirable to
use an emitter with as high an output power as possible. Currently
GaAlAs lasers operating from 0.8 to 0.89 urn yield the highest out-
put power. For wavelengths beyond 0.9 urn to 1.06 urn, light-
emitting diodes (LED's) are used primarily because lasers operatingr

in this regime at present have short lifetimes. Approximately 15
dB more power can be coupled into a fiber with a 0.8 to
0.89 urn laser emitter than with an LED emitter at 1. 06 urn. The
sensitivity of silicon photodiode detectors used in optical
receivers also decreases at longer wavelengths. Even though the
1.06-urn fiber radiation losses are less than those occurring at
shorter wavelengths, the reduction is not enough to_ offset the
superior performance of the 0.8 to 0.89 urn emitter and receiver
components. Therefore, within current emitter and detector
technology, and taking into account that the fiber radiation
response decreases as the wavelength increases, operation near
0.9 urn with an injection laser would be preferred in a radiation
environment.

It was noted that the losses induced in the high-
phosphorus fiber increase for wavelengths greater than 1. 06 Umn:
the 1.3 urn radiation losses were similar to the 0.9 urn losses.
However, because of the low sensitivity of the receivers currently
used at 1.3 urn and the smaller emitter output compared with those
used in the 0.8 to 0.89 urn region, operation near 0.9 urn appears to
be advantageous where radiation survivability is desired. if
research now being conducted to improve device performance at
1.3 urn should yield suitable detectors and emitters, then operation
at 1.3 urn may become more desirable, especially since intrinsic
fiber losses are minimal at this wavelength.

To assess fiber survivabilility, it is useful to determine
the total loss which might be induced in a given length of fiber
when exposed to a particular radiation environment. As an example
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two cases will be considered% (1) the losses induced in a length
of fiber following nonuniform irradiation from a point source and
(2) the losses induced during irradiation in a fiber uniformly
exposed over its length. The first case could apply to an initial
nuclear weapon environment, the second to a residual radiation
(fallout) environment. The length of fiber we considered is that
typically found in long haul communication applications, 4 km. If
we choose a h igh-pho sphor us- content Ge-doped fiber operating in the
0.85 to 0.9 jim wavelength region, the losses remaining at 1000 s
following a nonuniform irradiation from a point source are 12 to 15
dB throughout the military temperature range. We choose the peak
radiation dose in the center of the fiber to be 2000 rad(Si02 )'
The magnitude of the losses are determined by the low-temperature
(-50 0 C) fiber response. Extending the length of fiber does not
significantly increase the losses because the radiation field of a
point source decreases rapidly with distance. In the second case
if we choose a uniform exposure of 200 rad(Si02 ) over the high-
phosphorus-content fiber operating in the 0.85 to 0.9 jim range, the
induced losses range from 9 to 12 dB for a 4 km length. Increasing
the length of fiber in this case increases the losses.

The overall losses that can be sustained by the system
from irradiation are determined by many system parameters: pre-
irradiation cabled fiber loss, receiver sensitivity, connector
losses, component degradation, bandwidth, and emitter output power,
to name a few. Also, consideration must be given to the radiation
degradation of other components, such as receivers, in determining
the loss margin that should be allotted to radiation losses in the
fiber. Using system parameters for present commercially available
fiber-optic technology, the margin that could be allowed for radi-
ation effects in a 4 km system operating at 20 Mb/s is 16 to 18 dB
over the 0.85 to 0.9 vim wavelength range. The losses induced in
the high-phosphorus research prototype fiber by the two radiation
environments discussed above have similar values. This result
points to the possibility that a fiber may be found that could be
used in a long haul radiation environment. We would like to point
out that more work is needed, but compared to the situation that
existed two years ago (at the outset of this study) where fiber
radiation losses (see fig. 1 to 4) were around several hundred
dB/km, things are greatly improved; said in another way, the
nuclear-radiation-survivable length of fiber has increased by more
than a factor of 20. Additional work is needed to improve the
intrinsic loss and bandwidth of the high-phosphorus Ge-doped fiber
so that it can meet system performance parameters. Also the radi-
ation effects in the receiver must be considered in the total
system response.
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VI. Summary

An investigation was made of the response of optical wave-
guides to ionizing radiation for different fiber compositions,
fiber fabrication techniques, and wavelengths. Our research has
shown that large radiation-induced losses occurring in commercially
available fibers could be greatly reduced using research fibers
fabricated by the MCVD process and doped with germanium and and a
large concentration of phosphorus. Analysis shows that a 4 )an
length of this type of fiber exposed to a nuclear radiation envir-
onment produces losses in the fiber at 0.85 to 0.9 jim which are
within operating expectations of systems now under development.
With additional work to reduce the intrinsic losses and to increase
the bandwidth, an MCVD Ge-doped fiber containing phosphorus has a
good chance of satisfying the Army's need for a radiation-hardened
fiber.
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ACOUSTIC EMISSION AS A NDE TECHNIQUE FOR
DETERMINING COMPOSITE ROTOR BLADE RELIABILITY
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*WILLIAM{ W. HOUGHTON

ARM4Y MATERIALS AND MECHANICS RESEARCH CENTER
WATERTOWN, MA 02172

I. INTRODUCTION

Fiber-reinforced composite rotor blades are being intro-
duced into the Army inventory to replace conventional metal blades.
An all-composite blade offers the advantages of lower cost, increased
aerodynamic performance, improved ballistic tolerance and a greatly
increased service life.

Nondestructive evaluation of these structures is extremely
important, as they are susceptible to fabrication errors, service
damage and environmental degradation. Due to the complex design
and fabrication of these blades, adequate nondestructive evaluation
(NDE) techniques have not been developed.

This paper will discuss the progress made in an ongoing
program to investigate the use of acoustic emission (AE) to deter-
mine the structural integrity of a composite main rotor blade. The
blade is constructed primarily of S glass/epoxy and aramid/epoxy.
Figure 1 shows the blade structure, which is composed of a multiple-
cell filament-wound spar, an aramid trailing edge and a filament-
wound blade skin supported by an aramid fiber paper honeycomb core.
The design and manufacture of these blades have been presented else-
where (1). A total of four blades are being tested, two blades with
known areas of delamination and two blades without these defects.
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Figure 1. BLADE CROSS SECTION SHOWING PLACEMENT OF TRANSDUCERS

The Applied Technology Laboratory (ATL) at Ft. Eustis and
the Army Materials and Mechanics Research Center (AMMRC) are
presently investigating the propagation characteristics of flaws in
this rotor blade. An AE proof test, a novel NDE technique, is
being used to monitor flaw initiation and growth in the blades
as a result of fatigue testing. The acoustic emission results
will be correlated with mechanical property and other NDE data
(ultrasonic, thermography, and radiography) and used to determine
the structural integrity of the rotor blade. It is expected that
these techniques will be readily adaptable to new product certifi-
cation and in-service inspection of nonmetallic rotor blades.

II. EXPERIMENTAL

The blades are being fatigue tested by the Structures
Laboratory of ATL in a 200K-2-108 fatigue test machine. The blade
is mounted in the machine at the tip using a doubler arrangement
(shown in Figure 2) and at the root end through an adapter to
a hub yoke. The fatigue loading spectrum of alternating flap, chord
and torsion bending moments used is representative of actual flight
loads (2). A steady axial load is applied through the centrifugal
force (Cf) loading system. This tensile load approximates the
centrifugal force exerted on the blade during flight. Test frequency
is approximately 13 Hz. Flight spectrum loading continues for
28 million cycles, which is equivalent to 1440 hours (4 years)
of flight time. If no void growth occurs after 28 million cycles
of spectrum loading, the fatigue loads will be increased. AE
proof tests will occur prior to the spectrum loading, at 10 and
20 million cycles and at the completion of the first phase of testing
(28 million cycles). AE proof tests will be performed more frequently
during the higher amplitude loading. Thermographic analysis of
heat patterns generated during spectral loading are being performed
at periodic intervals by Virginia Polytechnic Institute and State
University (VPI) under contract DAAG29-76-D-000. Ultrasonic,
X-ray and borescope inspections are also being conducted by personnel
at ATL.
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Figure 2. TIP END CONFIGURATION (SHOWN DURING FLAPWISE
BENDING PROOF TEST)

III. ACOUSTIC EMISSION

A. Theory

Research on acoustic emission (AE) from reinforced plastics
began in the aerospace industry in the early 1960's. The most
significant observation was that the AE count activity began at
a repeatable load and increased as the sample was stressed to
failure. Since then, the study of acoustic emission has accelerated
along with the expanded use of reinforced plastics in structural
applications. In the mid 1970's two more basic observations were
made: the first related the amplitude of the AE event to the actual
failure mechanism (3), and the second documented a deviation from
the well-known Kaiser effect (4).

Recently, several application areas have emerged which
utilize the ability of AE to assess the structural integrity of
reinforced plastic components. In the chemical industry AE has
been used to certify hundreds of new and in-service reinforced
plastic storage tanks (5,6). The test procedure is presently being
modified to include pressure piping and pressure vessels. Numerous

237



SHUFORD and HOUGHTON

aerial manlift device (cherry picker) booms have been examined (7).
The booms, used primarily by utility companies, were a major
inspection problem. AE has proven to be a reliable and cost-
effective solution to this safety problem. The automotive industry
is investigating AE as a quality assurance tool for the growing
number of reinforced plastic automotive components (8,9).

When a material is significantly stressed, it emits
mechanical stress waves. These stress waves are known as acoustic
emissions. The observed acoustic emission event (Figure 3) from
a reinforced plastic material under stress can be described as
an exponentially decaying sinusoid. Though various characteristics
of the event can be measured, the number of events, amplitude of
the event, number of counts (threshold crossings) and rms measurements
are particularly significant.

As a reinforced plastic material is loaded to failure,
the event characteristics change significantly. The AE during low
stress levels are low amplitude signals, and are usually related
to cracking of the matrix material or delamination. At higher
stress levels higher amplitude signals are observed, which have
been associated with fiber failure. Amplitude results are usually
displayed in a histogram fashion (Figure 4), known as an amplitude
distribution. On the X-axis is the amplitude in decibels (dB)
(relative to I ViV at output of preamp), and on the Y-axis is the
number of events. Figure 4 depicts the triple-peaked amplitude
distribution first reported by Wadin (3). Though this has not
been fully explored, it is widely accepted that each amplitude
cluster is associated with a specific failure mechanism. In this
example the lowest amplitude events are the result of matrix crazing.
The intermediate amplitude cluster is due to delamination and the
highest amplitude events are the result of fiber fracture.

The acoustic emission count activity (Figure 5) also
provides a characteristic curve as composite samples are loaded
to failure. Counts begin at 25 to 50 percent of the failure load.
There is very little variation in the onset of emission or in the
shape of the "knee" during tests of identical samples.

The Kaiser effect is the "absence of acoustic emission
activity until previously applied stress levels are exceeded." The
phenomenon can be observed in reinforced plastics at low load levels.
At high loads, repeated stress to the same level will result in
additional emission. As Illustrated in Figure 5 the deviation from
the Kaiser effect can be quantified and is often referred to as the
Felicity ratio. It is widely believed that the Felicity ratio is a
measure of the amount of previous damage to the material.
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In order to study the degradation of a material due to
cyclic loading an acoustic emission proof test can be used. If
a material is loaded to a proof load and this load is in the region
where the Kaiser effect applies, we can reload to this level and
no emission will occur. Also, no emission will be heard during
a hold period. However, as fatigue damage starts to occur, an
increase in AE activity will be evident during each proof load,
and emission will occur during hold periods. This change in the
AE behavior can be used as a measure of the residual strength and
of the remaining fatigue life.

As the acoustic emission stress wave travels through
a material it loses energy by attenuation and dispersion. Figure
6 illustrates attentuation along the length of an actual rotor
blade. An electronic device was used to simulate AF events at
various distances from a sensor. In one case (lower curve) the
simulator was set to output a small signal similar to that of matrix
crazing, and in the second case (upper curve) the signal was similar
that of fiber fracture. Naturally, the larger signal can be detected
over a greater distance.

We can take advantage of the fact that AE signals travel

only short distances in composite materials. As illustrated in
Figure 7 an event of 60 dB (matrix crazing) would be detected by
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Figure 7. ZONE LOCATION
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sensor number 3 only if it occurred within the dashed line marked
60 dB event. There is no possibility that a 60 dB event occurring
close to sensor number 3 could be detected at sensor number 5.

Thus, an operator noting activity from only sensor number 3 would
be aware that the source is close by. However, a large event,
of perhaps 80 dB (fiber fracture), will travel a much greater dis-
tance, and several sensors would be affected. An operator noting
several simultaneously active sensors could assume that a large

event had occurred in the center of the group. To further simplify
the location of large events an electronic gate can be used. The
gate allows only the first sensor hit to record the event. The
philosophy of locating events in this manner is known as zone
location.

B. Procedure

The acoustic emission system used to monitor the rotor
blade proof loads is illustrated in Figure 8. It is an 8-channel,
mixer-based, noncomputerized unit manufactured by Dunegan/Endevco
Corporation. The system accepts signals into eight independent
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channels. Each channel consists of two sensors teed into one pre-

amplifier. Four output devices are utilized: an 8-channel event

recorder indicating which sensors are closest to the source, a
6-pen strip chart recorder indicating count, event and rms data,
a real-time monitor oscilloscope displaying count and amplitude
distributions, and an X-Y recorder to plot the count and amplitude
distributions. The equipment is shown in Figure 9.

Figure 9. ACOUSTIC EMISSION EQUIPMENT

Dunegan/Endevco S140B/HS (S9204) transducers were selected
for this test because of their high sensitivity and good frequevcy
response at 100 to 120 kHz. Prior to attaching the transducer,
the blade was lightly sanded and cleaned with acetone. T,e transducers
were then mounted on the blade with silicone rubber adhesive (GE
RTV 102). Figure 10 shows the spanwise transducer location and
spacing (approximately 14.5 inches apart). The chordwise transducer

location is at the junction between cells A and B as shown in Figure
1. This spacing will pick up a 60 dB event at a distance of 8
inches, and an 80 dB event at a distance of 22 Inches (tee Figure
7). The operation of each sensor is checked at the beginnig of
each test with a hand-held pulser.
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Figure 10. AE TRANSDUCER LOCATION

The blade is proof tested in increments to a load approxi-
mately 10 percent higher than the load achieved during spectrum
loading. The blade is proofed separately in each loading mode
in the following order:

a. Flapwise bending
b. Chordwise bending
c. Cf (tension)
d. Torsion

minimum Cf
varying Cf

C. Results and Discussion

The acoustic emission tests have been only partially
completed, but some of the preliminary results are presented here.
The initial (prior to spectrum loading) proof loads resulted in
negligible acoustic emission in bending (chordwise and flapwise)
ani torsion, but a large activity in the Cf loading. During the
Ci loading, 21,273 counts and 1481 events were accumulated, with
amplitudes primarily in the 40 to 70 dB range. The second proof
load, applied at approximately 10 million cycles, again resulted
in very little emission in all modes except the Cf loads. The
Cf load resulted in emission from sensor pairs 5 and 8. A total
of 752 counts and 144 events were measured, and the amplitudes
ranged from 40 to 60 db. The AE was primarily coming from the area
of sensor pair 5 (station 115) with sensor pair 8 (root end) one
quarter as active. Figure 11 shows the data points obtained, as
well as the projected AE results based on the periodic overload
technique. As fatigue damage occurs, the ultimate strength of
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the composite structures will decrease. When this value decreases
to approximately twice the proof stress, an upswing in the event
curve is anticipated.

5000:- 0 Actual

Expected

4O

2000

0

1 2
Overload

Figure 11. DETECTED EVENTS PER OVERLOAD

The acoustic emission results have been as expected--
an initially "noisy" proof load, and a second, much quieter, proof
load. The amplitudes resulting from both tests were in the range
expected from matrix crazing and delamination. There is also the
possibility that some of the emission is due to rubbing of surfaces
in the delaminated areas. Upon examination of the pulse-echo
ultrasonic results, it was seen that the area near sensor pair
5 was the site of a large delamination. This indicates that the
Jnstrumentation could be picking up some growth in the delaminated
area. Pulse-echo ultrasonic examination subsequent to the second
proof test (10 million cycles) showed no measurable change in void
dimensions, leading to the conclusion that the AE resulted from
either very small void growth or rubbing of the void surfaces or
a combination of the two. However, the amplitudes of the emissions
were low enough to conclude that no significant damage occurred
during either the fatigue loading or the proof tests.
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IV. OTHER NDE TECHNIQUES

A. Thermography

There is preliminary evidence that "trouble spots" can
be located during cyclic testing by a nondestructive technique
called vibrothermography, originated in 1974 by Reifsnider (10),
et al. Vibrothermography uses a real-time heat imaging device
such as a video-thermographic camera to observe the heat patterns
generated by hysteresis dissipation during cyclic excitation of
the specimen under test. The heat patterns generated in this way
are directly related through their intensity and distribution to
the mechanical response of the test piece and to the collective
effect of any and all defects which disrupt the integrity of the
material and thereby disrupt the internal distributions of stress.
Figure 12 shows such a heat pattern which was observed during spec-
tral loading of the subject rotor blade after about 4.7 million
cycles. The image of the blade extends from the bottom left to
the top right of the figure; other details in the figure are back-
ground images. Just to the lower left of center in the figure

--- I

Figure 12. HEAT PATTERN GENERATED
DURING FATIGUE TEST
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there is a distinct contour pattern which was formed by different
shades of color in the display of the thermographic camera. Each
of these is an isotherm separated by 0.5 0C. Another contour pattern,
somewhat less distinct, is visible in the top right corner of the
figure. These two "hot spots" showed an elevation of from 2 to
2.5 aC in temperature compared to the remainder of the blade which
was essentially uniform in temperature. The pattern was distinct,
unchanged in pattern when observed from day to day, and reproducible
in the sense that when cyclic loading ceased, it faded out slowly
but reappeared upon the resumption of cyclic excitation. These
indications are very promising, and they support earlier findings
which suggest that vibrothermography may be an excellent quantitative
method for locating, characterizing, and understanding defect develop-
ment and growth during the cyclic loading of composite laminates
and structures (11).

B. Ultrasonic Inspection

A pulse-echo ultrasonic technique to monitor defect growth
during the test was developed and is being used throughout the
program. The initial test, which covered the entire spar, nose
cap, and trailing edge surfaces, was found to be in good agreement
with the original C-scan results. Nine specific areas are being
monitored by the periodic tests. A complete pulse-echo ultrasonic
test, similar to the one run prior to the initiation of the fatigue
test program was run at 10 million cycles. There was no measureable
change in the flaw size during any of these ultrasonic tests.
This is in agreement with the other results, which indicate very
little fatigue damage to the blade.

C. X-Radiography and Borescope Inspection

The test blade was X-rayed prior to the start of the
fatigue test. Initial radiographic analysis of the nose cap showed
random minor separation in the unidirectional fibers. The blade
trailing edge radiographs showed areas of varying density which
have been attributed to resin content variations.

The internal condition of individual spar tubes is monitored
by using a borescope. Initial inspection detected damage in the
middle spar tube between stations 150 and 165. The damage, which
was probably caused by withdrawal of the mandrel, extended from
the tube floor forward to the wall and continued to the tube ceiling.
Photographs were taken of the area to document this condition and
provide data for reference purposes. Inspection of the spar tubes
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after 10 million cycles showed some additional tearing away of
the loose fibers with some now extending to the aft wall of the
tube.

V. SUMMARY

This paper has been a presentation of progress made in
a continuing project to evaluate the usefulness of several NDE
techniques for monitoring flaw initiation and growth in composite
helicopter rotor blades.

The acoustic emission results indicate minor fatigue
damage, and lead us to believe that it is possible to project an
AE failure curve based on the emissions from periodic proof overloads.
The vibrothermography results suggest that it may be an excellent
method for locating, characterizing, and understanding defect develop-
ment and growth during cyclic loading of composite structures.
Preliminary indications suggest that these two novel and complementary
NDE techniques can be used to determine problem areas, and these
areas can be further investigated using conventional NDE techniques.

The AE technique could have wide application in new product
certification and in-service inspection of composite rotor blades.
The blades could actually be proof loaded while in the field, and
the acoustic emission results would give an accurate estimate of
the remaining service life. This technique could be adapted to
determine the structural integrity of many composite structures.
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CORRELATION AND PREDICTION OF PROPAGATION
TIME-DELAYS ALONG EARTH-SPACE LINKS (U)
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COMMUNICATIONS SYSTEMS CENTER
US ARMY COMMUNICATIONS RESEARCH & DEVELOPMENT COMMAND

FORT MONMOUTH, NJ 07703

INTRODUCTION

High precision in radar detection, in earth-satellite orbit

determination, and in satellite navigation necessitates that the
signal data used be corrected for the errors imposed by the
ionosphere. Signal time-delays, or equivalently range errors, are
always encountered in transionospheric measurements because the
electromagnetic propagation velocity in the medium is slightly less
than the free-space velocity. For frequencies at VHF and above, an
excess time delay is inversely proportional to the square of the
frequency and is directly proportional to the integrated electron
density along the propagation path (i.e., total electron content (TEC)
measured in units of el/m2 ). Thus, if TEC is known, or is measured
in real time, a perfect correction to ranging can be performed. The
TEC may be measured in real time, provided the user has dual-frequency
capabilities. Since the ionosphere is a dispersive medium, the
relative time delays (or phase differences) between the two frequen-
cies may be used to eliminate the error introduced by the TEC.
However, substantial simplification in user equipment could be
realized if only one frequency were utilized. Time delays would then
be determined by forecasting techniques based on media models.
Because of the spatial and temporal variability of the ionospheric
electron density, the time-delay errors vary with geographic location,
target (or source) altitude, and time. For improved accuracy, the
forecasting techniques should be supported by periodic updating of

data (preferably in real-time) at specified locations. The question
arises as to the extent of the geographic area, surrounding a station
having real-time TEC-determination capabilities, within which TEC
values could be interpolated with acceptable accuracy. In ether
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words, could TEC be determined at location A if a real-time measure-
ment were taken at a different location L, and what would be the
geographic constraints on A and B.

To this end, a specific investigation designed to determine the
correlation (based on linear regression analysis) between TEC values
at Fort Monmouth, NJ (40.180N, 74.06°W) and at Richmond, FL (25.60N
80.40W), and between TEC values at Richmond, FL, and Anchorage, AK
(61.040N, 149.750°) was undertaken. Beacon transmissions from
geostationary satellites were used to determine the TEC at the
stations by means of. the Faraday rotation technique.

The subionospheric points for the Richmond-Fort Monmouth stations
(i.e., the geographic locations where the ray paths to the ATS-6
Satellite (1,3) (located at 940W) intersect a "mean" altitude of 420
km) were 36.50N, 76.6 0W and 23.6 0 N, 81.6 0 W, respectively. Thus, the
"representative" TEC for the two stations was separated by -13 0 in
latitude and by N5 0 in longitude (corresponding to a 20-minute
difference in local time). The subionospheric points for the
Richmond-Anchorage stations (monitoring the SMSI Satellite (located at
1050W), and the ATS-6 (located at 140 'W),respectively) were 22.5°N,
82.70W and 54.3 0 N, 147.3°W respectively. The "represqntative" TEC was
separated by N 31.80 in latitude and u63.80 in longitude (correspond-
ing to a 4 hour 15 minute difference in local time).

THE DATA

The daily variations of vertical TEC measured by the Faraday
technique for the representative month of February 1975 at Fort
Monmouth and at Richmond are shown in Fig. 1. The equivalent

ionospheric signal delay times normalized to a frequency of 1.6 GHz
(in the satellite navigation frequency band) are also indicated in
this figure. The normal diurnal variation of TEC is evident, as is
its day-to-day variability.

Figure 2 indicates the variation of the maximum daily correla-
tion of the Fort Monmouth-Richmond data pairs for September 1974 and
January, February, March, April, and May 1975. These were arrived
at by comparing the TEC daily data sets at Fort Monmouth and Richmond.
At first, the correlation coefficient was calculated for identical UT
times. Then, the Richmond data was shifted in time with respect to
the Fort Monmouth data at 15-minute Intervals in the foruard (+)
direction and in the backward (-) direction. Correlation coefficients
are calculated for up to ten shifts in the forward and backward
direction. The maximum correlation coefficient as well as the number
of shifts for which the maximum correlation coefficient is attained
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DAILY CORRELATIONS
FORT MONMOUTH, N J vs RICHMOND, FLA.
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Figure 2; Variations of the maximum correlation coefficients of
the Fort Monmouth, NJ, and Richmond, FL, daily data sets.
Also indicated are the time shifts for which these were
attained, their averages (-), and the number of

data pairs used in analysis.
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are indicated in the figure, as are the shiftst monthly averages.
In addition, the number of data pairs available for the correlation
analysis for each day (maximum of 96 data pairs, since the data is
available at 15-minute intervals) is also shown in the figure.

In general, the correlation coefficients ranged between- 0.9 and
".'l.0 with relatively few falling below 0.9. The lower values of
the coefficients did not necessarily coincide with the sparsity of
the available data. On the average, the coefficient was maximum. for
no shifts in September, for-il shift in January, and for > (-1) shift
for the other months. While most maximum coefficients occurred for
+1 hour shifting (+ 4 fifteen-minute shifts), shifts of two hours
and more were observed occasionally.

* Figure 3 indicates the variation of the maximum daily correlation
coefficients of the Richmond-Anchorage data pairs for October,
November and December 1976, arrived at in a similar manner as above
except that the data sets were moved to correspond in locai time
(i.e., zero shifts correspond to identical local time).

In general, the coefficients ranged from v~ 0.8 and 'v.l.O with
relatively few falling below 0.8. The bulk of the coefficients was
above 0.9, which was the range of the Richmond-Fort Monmouth data.
The correlation coefficient was, on the average, higher in October,
declined in November, and declined further in December. This was
undoubtedly due to the sunrise and sunset times at both locales. In
mid-October the sunrise and sunset times (at 400 Kin) at the sub-
ionospheric points differed by about 15 minutes, while in mid-December
they differed by about 45 minutes. Thus, in December the shape of
the diurnal variation was considerably different for the two locales
than in October. The result is a decrease in the magnitude of the
correlation coefficients. On the average, the coefficients were
maxima at v, -5 shifts in October, no shifts for November, and "' -2
shifts for December.

The next phase of the investigation was the effort to determine
whether it is possible to accurately predict TEC at one locale from
TEC at the other, using average regression lines obtained for the
corresponding data sets. The technique employed was as follows:
Average monthly regression lines were computed. In cne case, average
slopes as well as average intercepts of the regression lines at
monthly intervals were computed. In a second case, average slopes
were computed while the intercepts were forced to pass through a
common data point for the two sets at a specific predawn time for eacbi
day. Having determined the average regression lines, TEC at one
locale was calculated for a given TEC at the corresponding other
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DAILY CORRELATIONS
RICHMOND, FLA VS ANCHORAGE, AK
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Figure 3: Variations of the maximum correlation coefficients

of the Richmond, FL, and Anchorage, AK, daily data

sets. Also indicated are the time shifts for which

these were attained, their averages (-), and the

number of data pairs used in analysis.
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locale. The deviation (Dj) of the calculated TEC from its actual
value at a particular time is then determined. This deviation, Di,
is then divided by ri , the monthly TEC standard deviation value at
the same time. The average absolute value of this ratio, i.e.,

DI/cr was then computed for each day.

The results for the Fort Monmouth-Richmond data sets (i.e.,
predicting TEC at Richmond from TEC at Fort Monmouth) using average
slopes and intercepts of the monthly regression lines are shown in
Fig. 4. Also shown in the figure is the number of data pairs avail-
able for the analysis for each day (data is available at 15-minute
intervals; ninety-six data points signify a full days data avail-
ability. Data is sometimes missing, due to turn-off of the satellite's
beacons). The results using average slopes and intercepts of the
monthly regression lines, but for the time period 1500-2100 UT, when
the maximum diurnal TEC values occur are shown in Figure 5.

The results for the Richmond-Anchorage data sets ( i.e., predict-
ing TEC at Anchorage from TEC at Richmond for the same local time)
using average slopes and intercepts of the monthly regression lines
are shown in Fig. 6. The results using average slopes and intercepts
of the monthly regression lines, but the time period 1500-2100 UT
(for Richmond and the correspondingly shifted time for Anchorage),
when the maximum diurnal TEC values occur are shown in Fig. 7.

DISCUSSION

As Fig. 4 indicates, the daily average of the ratios 1PJ- L LJ

for Richmond is, for the most part, smaller than one, (i.e., L.

on the average, the deviation of the computed Richmond TEC values
from Fort Monmouth TEC values, is, in general, within the monthly
standard deviation of the Richmond data). The diurnal behavior of the
ratio is such that the ratio is higher during the night (when r* is
small) than during the day. Some of the high values of this ratio are
attributable to ionospheric effects during magnetically active
periods, e.g., on September 15 and 18, 1974, large enhancement of
TEC were observed in response to magnetic sudden commencements; on
March 11, the Kpindex ranged from 40 to 7-. The results of the
figure also indicate that the ratio appears larger during the
equinoctial period (September, March) than during the winter and
spring months. This is observed despite the fact that the standard
deviation during the equinoctial months was considerably higher than
during the other months. Calculations using the average slopes of the
regression lines and forcing the lines to pass through actual conmmon
points at 0200 UT indicate that the ratio, in general, does not
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PREDICTIONS BASED ON AVERAGE REGRESSION LINES
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Figure 6: The variation of the ratio IDI Ia- for Anchorage, AK,
for the time period October 1976-December 1976, calculated
for full diurnal periods by average regression lines
obtained by Richmond, FL-Anchorage, AK data sets. 4rji
diurnal average of the deviations of the computed TEC
values from observed ones; Cm monthly standard deviations
of the Anchorage data). The arrows and the corresponding
numerical values are for those values of the ratio which
exceed the scale of the Figure. Also indicated in the
upper rtion of the Figure are the number of TEC data
pairs i.. 15-minute intervals used in the analysis.
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PREDICTIONS BASED ON AVERAGE REGRESSION LINES
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change substantially (as compared to the above case).

As Fig. 6 indicates, the daily average of the ratios JDJ la- for
Anchorage is for the most part, smaller than two, (i.e.., on the average,
the deviation of the computed Anchorage TEC values from the corres-
ponding Richmond TEC values is, in general, within two standard
d~eviations of the Anchorage data). As in the Fort Monmouth-Richmond
data sets the diurnal behavior of the ratio is such that the ratio is
higher during the night than during the day. In addition the figure
indicates that the ratio is larger, on the average, in October than in
the following two months. This occurs despite the fact that the
coefficient was, on the average, higher in October, declined ir
November and declined further in December (due to changes in TEC
diurnal shapes associated with changing separation in sunrise and
sunset times at the two locales). As with the Fort Monmiouth-
Richmond case, the ratio here does not change substantially (as
compared to the above case) when the average regression lines are
forced to pass through the actual data points at the two locations
at 0200 UT Richmond time (and the correspondingly shifted Anchorage
time). The disadvantage of using this technique for possible
operational application is, of course, the inavailability of any
data points at the locale where the predictions are to be made.

Since the total signal time-delays are largest during the day
and thus, introduce significant errors in navigation and radar systems,
it is appropriate to examine the ratio I~ /I- during the time when
TEC is diurnally larger, i.e., between 1500 and 2100 UT (Richmond,
Fort Monmouth times and corresponding Anchorage time).

For the Fort Monmouth-Richmiond case Figure 5 indicates that
the ratio VI /cr , obtained by average regression line for the day
period, are substantially lower than the corresponding ratios for the
full diurnal periods (Figure 4). This happens despite the fact that D
is smaller during the night (although a- is also small compared to its
day values). The fact that the bulk of the data indicates that the
ratio falls below I is encouraging since both correlation methods
yield "predicted" TEC values that fall within the monthly standard
deviation of the data during the time period when the presence of
TEC poses the source of largest error.

For the Richmond-Anchorage case a similar statement cannot be
made. On the average, the ratio is not markedly different for the
full time interval. and for the time interval for maximum value of
TEC.
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CONCLUSIONS

The high correlation of signal time delay variation at two sets
of locale separations, one widely separated by latitude, and the
other widely separated by latitude and longitude (and hence by local
time), prompted the examination as to whether time-delay data at one
locale may be "predicted" if continuous corresponding data were
available at the other locale. The correlation is high, in part,
due to the 24 hour periodicity of the data. It is precisely this
periodicity, however, that gives the "prediction" technique employed
here its accuracy. The variation of the time delay is the highly
correlatable quantity, and thus, the whole data set - if available-
should be used in the prediction scheme.

Monthly average regression lines were used in the analysis. The
slopes of the average monthly regression lineawere within + 2G% from
their average for the whole period. The intercepts of the monthly
lines of regression were considerably more scattered.

For the two locales separated mainly in latitude (Fort Monmouth-
Richmond) the deviation of the "predicted" data from the observed
data was for the most part, within one standard deviation of the
monthly data set. For daytime period, when the error introduced by
the time-delay is greatest, the ratio )DI /r was even lower. When
an average regression line for the entire period considered was
calculated (i.e., the average of six monthly averages), the bulk of
the "predicted" data was still within one standard deviation of the
monthly data set. Th-e ratio is often high during time periods
characterized by ionospheric disturbances.

For the two locales widely separated by latitude and longitude
(Richmond-Anchorage), the deviation of the "predicted" data from the
observed data was, for the most part, within two standard deviations
of the monthly data set. When an average regression line for the
entire period was used, the bulk of the "predicted" data was still
within the two standard deviations of the monthly data sets.

Since the monthly value of the standard deviation is N25% of the
absolute value of the time delay, the method of prediction outlined
here appears to have the capability of correcting the ti-me delay
due to the ionosphere to within 'tJ25% for stations separated in
latitude, and Pv50% for stations widely separated in latitude and
longitude.
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I. INTRODUCTION

The optical extinction coefficients of phosphorus smokes in

various regions of the spectrum are expected to depend on relative
humidity due to the hygroscopic nature of the aerosol. They also
depend on the amount of smoke (C-i product) present. These are impor-
tant problems for systems analysts who model the effectiveness of smoke
munitions, and for scientists conducting field tests on smokes who
measure the transmission through smoke clouds and use assumed extinc-
tion coefficients to calculate the amount of smoke present from Beer's
law. The growth of smoke particles with increasing relative humidity
changes their size distribution and their refractive indices, both of
which alter the extinction cross sections (m2 /particle). In addition,

the density of droplet material changes which causes further variation
in the aerosol extinction coefficient (m2 /gram). This paper presents

the results of a study of the dependence of visible, mid-IR, and far-
IR extinction coefficients on relative humidity and includes considera-

tion of non-Beer's law behavior of these extinction coefficients with
(concentration) x (pathlength) product. The model used for relative

humidity dependence assumes that the aerosol is composed of phosphoric
acid for optical (refractive index) properties. fhe adequacy of this
assumption is examined by comparison with experimental data on

phosphorus smokes. The examination of deviations from Beer's law
is based on actual phosphorus smoke extinction data and results in
extinction coefficients for use in mi and far IR regions which should
be satisfactory at relative humidities below 70%.

II. RELATIVE HUMIDITY CONTROLLED GROWTH OF PHOSPHORUS SMOKE
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A model for the growth of phosphoric acid droplets due to dilution
by condensation of water vapor as relative hujidity increases has been
developed by Rubel (I ) , and its implications for relative humidity de-
pendence of the optical properties of phosphoric acid aerosols have
been examined by Frickel, et. al. (2) . The application of the results
to phosphorus smoke is questionable because there exists conclusive
evidence( 3 ) that phosphorus smoke particles are not composed of pure
phosphoric acid, and because the description used for the water vapor
pressure over phosphoric acid solution was accurate for the relative
humidity range 0.10-0.90, whereas the principle growth effects occurred
at relative humidities above 0.90. Rubel has recently completed a new
droplet growth model( )which incorporates a modified description of
droplet water vapor pressure (water activity) accurate to relative
humidities of 0.99, and has treated the acid concentration as an un-
specified mixture of acids (e.g. pyrophosphoric, metaphosphoric, and
orthophosphoric acids) characterized by an association parameter, a,
which reduces the concentration of solute ions available compared to
a solution of orthophosphoric acid having the same acid weight fraction.
By comparison to various experimental data Rubel( 4 ) has found that
values of a between 1.3 and 1.5 seem appropriate to phosphorus smoke
particles. The value a=l.5 is used here because it represents the
greatest variation from the previous( 2 ) pure orthophosphoric acid
(a = 1.0) model and therefore provides a "worst case" test of the
errors in the simpler model of reference( 2 ).

An analysis of the kinetics of the particle growth process(
4 )

shows that for relative humidities below 95% the particles very rapid-
ly reach equilibrium with their environment so that these results
would be expected to apply to a real smoke in the open atmosphere.
This model predicts that all particles in a polydispersion change
size by a common factor when relative humidity changes. Consequently,
if a log-normal aerosol size distribution characterized by a mass
median diameter (MMD) and geometric standard deviation (og) is sub-
jected to a change in relative humidity, the new size distribution will
remain log-normal and will have the same og; however, the MMD will be
shifted according to the common size change factor. In particular,
the radius (r) of a particle at any relative humidity (T) can be
predicted from its size at Y = 0 (denoted ro). This size shift is
given by

r f f/3(T) (1)

where f P) apIM 2 + x(Mjp 2 -apjM 2 ) (2)

a 1iM2(-x)
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with

2.152 - (0.655 - 0.6321)1 0.75:'410.995
2

0.632" Cos Cos-1 (1.175 - 1.928 )+ 24 + 0.803

3

(degrees) 0.10: _0.75

where p is density, M is molecular weight, and the subscripts are 1
for water and 2 for H3P04 : M1=18; M2=98, P1=1. 0, p2=1.87. The
parameter a describes the average degree of combination of the phos-
phate moiety in the acid mixture: a=l corresponds to pure orthophos-
phoric acid, a=4 would apply to pure tetrametaphosphoric acid(

4).

For this study the value a=l.5 was used as discussed above. The
dilution of the drop with increasing relative humidity is given by

F= P 2 M lx + aM2 (l-x)] (4)
ap M + x (MlP 2 -aM 2 pl)

where F is the weight fraction of acid in the drop. For yqlculations
involving density of the smoke droplets, tabulated values of the
specific gravity of aqeous phosphoric acid solutions corresponding to
acid weight fraction given by equation (4) were used, see Table I.

TABLE 1. ACM Cn'CM:X1T7O S .'771 ,E!
rnqQFSPn1T')!r, PELTIT% u.-nIT!FS 7n' a-1.5,

A'M '0T.UJTT~nr n0ENrv.

Weight Fraction Relative
Acid Pumiditv Densitv (P/cc)

( a-l.5N

0.05 1.00 1.025

0.10 0.Q 1.053

0.20 '.'7 .12

).40 .0 1.254

A. SA .q2 1.315

n.65 
0 
.4 I.!75

0.75 0.44 I.571

0.95 '. 1.

Experiments have shown that log-normal distributions provide reason-
able descriptions for phosphorus smokes. Therefore, once a size
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distribution is established for pure acid drops* produced by the smoke
munition, called hereafter the "primitive acid nucleus" distribution,
then the actual aerosol size distribution achieved at relative humidi-
ity T will be given by

_M (2rln(ag))- exp-[(ln(d)) - ln(fl/ 3 (T)do)] 2 /21n 2 0g (5)

MdIn (d)

where M is the mass distribution function, d0 is the mass median dia-
meter of the distribution of primitive acid nuclei and Og is the geo-
metric standard deviation of the distribution of primitive acid nuclei
(and also of all distributions derived from it by hydration). The
size distribution of smokes at various relative humidities then can be
predicted provided d and og are determined from data taken at a time
when significant dis~ribution disturbing processes (e.g. coagulation,
sedimentation) are absent.

III. SIZE DISTRIBUTION OF PRIMITIVE ACID NUCLEI PRODUCED BY PHORPHORUB
MUNITIONS

Given size distribution data (d, ag) on any phosphorus smoke cloud
and the relative humidity at which it was determined, equations (1)-
(5) can be used to extrapolate back to the primitive acid nucleus
distirbution for that cloud. If all phosphorus-based munitions pro-
duced identical smokes, then all such extrapolations would produce the
same parameters d and Gg. A number of experimental measurements made
on a variety of white phosphorus and red phosphorus munitions are
shown in Table II along with the extrapolated primitive acid nucleus
distribution from each for a = 1.5.

The particle size measurements were made using an Anderson Impac-
tor, and relative humidity was determined either by dew pdint hygro-
meter or gravimetric determination of water vapor collected on magnes-
ium perchlorate. The data was selected from chamber experiments which
met the following three conditions:

(1) Smoke concentrations were relatively low (<1.0 gm/m3 ) to
help insure that size distributions would not be pushed toward larger
sizes by coagulation effects in smokes denser than expected in the field.

*These are conceptually the drops that would be formed if there was

just enough water in the atmosphere to react chemically with the P205
to produce H3PO4 but no additional water for hydration or dilution.
These drops probably do not exist physically; they merely provide a
mathematical basis for calculating the size changes of true size dis-
tributlons at relative humidities in the range of 10-99.5%.
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TA!.E II Eyp .t' ....TALLY 'fFASIE0 PARTICLF 'TZE

771?? "ITIV7 ACTn"UL
" c

n ETO:

"PF7[) NTAT. DATA
Case " Relative I ctd :,c eus*

mu.d_ _v -r3(1:,) la1.5

1 0.72 1.44 0.37 0.62

2 0.69 1.48 0.23 n.62

3 0.6Q 1.40 0.16 0.63

4 0.75 1.44 0.34 0.65

5 n.77 1.47 0.12 M.71

6 0.86 1.51 0.51 0.71

7 0.87 1.43 0.22 0.79

A 0.91 1.46 0.20 0.12

9 0.03 1.44 0.17 0.85

if) l.n2 1.45 nIo 11.92

*See text. The acid nucleus distribution has the sam a

as the exreri ental data.

caiyThe ag was in the vicinity of 1.4, a value known theoreti-
cally to typify a "mature" log-normal distribution (in the sense
that coagulation processes carry any log-normal distribution of og

1.4 toward a distribution with ag = 1.4).

(3) The relative humidity was not established artificially
in the chamber by introducing water vapor. Therefore, the humidity
in the laboratory matched closely that within the chamber for the
selected experiments so there is no problem with size distribution
data being distorted due to ahy sample changes on being removed for
gravimetric analysis from a cloud of one humidity into a laboratory
at a different humidity.

The results tabulated in Table II suggest that a og slightly
higher than 1.4 typifies phosphorus smokes; therefore, the value og
1.45 was selected for this study. Because the mass median diameters
for the primitive acid nucleus distributions appear to varv too widolv toaccept a single number as typical of phosphorus smoke, calculations
were performed for three values: d = 0.60, 0.75, 0.90.

IV. REFRACTIVE INDICES FOR PHOSPHORIC ACID

Refractive indices for phosphoric acid in the 3-5.5 jim and 7-12
um regions of the infrared have been measured for anumber of acid con-centrations( 8 ). These were used for Mie calculations in which at each
relative humidity the acid concentration of the drop Is given by
equation (4) and the size distribution by equation (9). The refr:ictive
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index in the visible was taken to be constant with respect to wave-
length, and its variation with acid concentration was estimated from(9 ).

n = 1.333977 + 0.001999 w ; + 0.07155w+ 0.0868841 w 3/2

- 0.2375104 w 2+ 0.3625678 w 5/- 0.1669960 w3(6

where w is the weight fraction concentration of H 3P0 over the range
0<w<O. 90.

V. LIMITATIONS OF THE PHOSPHORUS SMOKE MODEL

Inaccuracies due to errors in the size distribution derived from
Table II and in the visible refractive index from equation (6) have
been examined by parametric calculations. The size distribution was

varied over the full range of MMD's observed in Table II in the4
course of our calculations. It has a significant effect on the
extinction coefficient and is therefore shown explicitly in the results
section as an inherent range of variation in the extinction by phos-
phorus smoke. Exploratory calculations on the effects of varying og
were performed. The resulting variation in extinction is somewhat
less significant than the MMD variation; hence the variation plotted
in our results is a reasonable estimate of optical variation due to
MHD and ug variation. The real part of the visible refractive index
was varied about the value given in equation (6), which applies at the
wavelength 0.546 pim, by a proportion similar to the variation with
respect to wavelength in the visible of the refractive index of water.
In addition, the effects of adding a complex component up to 104 times
that of water was examined. The range of resulting uncertainty in the
properties of phosphorus smoke was less than ±1.0%. However, there
remains a more fundamental limitation on the a plication of the model
used here to phosphorus smokes. It is know3 that during the period
of tactical significance (say, 20 minutes after generation) that
phosphorus smoke is not composed of phosphoric acid. The model used

here rell"'p -~ phosphoric acid data (e.g., H20 vapor pressure vs
!rsolution concentration adjusted for combination of phosphates in theI

pyro and meta components of the mixture) for the growth properties of
droplets and for the optical properties (refractive indices). The
growth model has not yet been tested against phosphorus smoke, although
such studies are presently underway( 4 ). For this study, sensitivity to
errors in the growth model is reduced by using the same equations to
extrapolate hack to the primitive acid nucleus distribution from actual
phosphorus smoke size distribution data as are used in running the
distribution forward with increasing humidity, and by considering a
fairly wide range of primitive size distributions. The optical model
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has been examined in the infrared 3); it gives a reasonably accurate

spectral curve in the 3-5.5 pm region, but is quite inadequate in the

7-12 pm region. Therefore, predicting the relative-humidity dependent
phosphorus smoke extinction at individual wavelengths from this study
would be perilous, particularly in the 7-12 im region. Integrating
over wavelength to produce an overall extinction coefficient for the
region may produce a somewhat closer representation of the behavior of

phsophorus smoke; however, it is probably better to pay more attention
to the predicted trend in 7-12 jm extinction with relative humidity
than to its absolute value. As an aid to making an empirical ad-
justment by scaling the phosphoric acid extinction to the level of
phosphorus smoke extinction, the results of this model have been
compared with measurements made on phosphorus smoke at low relative
humidities. This comparison is discussed in Section 8.

VI. DEFINITION OF OVERALL EXTINCTION COEFFICIENTS FOR THE VISIBLE,
MID-IR, AND FAR-IR

The problem of defining an overall extinction coefficient for
a smoke in each spectral region has been previously discussed with
respect to deviations from Beer's law ( 0). The results showed that
effective extinction coefficients in a wavelength region AX, aeff(AA),
were often dependent on the (concentration) x (pathlength) product.
This is especially true for phosphorus smokes in the 7-1211m region.

The calculations used here follow those of reference ( O ) ; they
have been extended to include the visible region. The measurement of

light transmission (T) through a smoke cloud is often used in field
experiments to infer the amount (CoZ product) of the smoke in the

optical path. This inference is made using Beer's law:

T(X) = -(-) = e-()C' (7)I (A)(7

0

where I (A) = the light intensity at wavelength A measured by the
0 detector with no smoke in the path.

I(X) = the light intensity at wavelength X measured by the

detector with smoke in thd path.

a(A) = the extinction coefficient (commonly m 2/gm) at

wavelength A.

C concentration (commonly gm/m3).

= path length (commonly M).
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The inference is generally valid provided the measurement is made at a
singlewavelength (e.g. a laser transmissometer) and the value ot -Lis
known for that wavelength, or if the transmission mwasurement is made
over a wavelength band (AA) provided that c(A) is constant over the
region AX. These conditions are usually well satisfied in the narrow

band pass of a spectrophotometer. However, in some field measurements,
broadband radiometers (e.g. 3-5.5 pm or 7-12 vim) are used for the trans-
mission measurement. Beer's law does not generally apply in these

cases with a single effective a(e.g. aeff (7-12 vim)). Should one
attempt to define such an effective a from the equation

T(AX) =eff(AX) Ci (8)

by measuring T under conditions of known Cf and solving for aeff(AX),
different values of aeff(AA) would be found for different values of Ck.
This effect is most prominent in cases where a(X) varies strongly over
the region AA, and disappears as a(A) becomes constant over the region
AX.

The treatment of broadband transmission behavior in the infrared
may be made analagously to the photometric treatment of broadband
transmission in the visible with the following definitions: luminance,
L(,A), is the apparent brightness of the target; transmittance, Tr (A ),
is the ratio of luminance with smoke in the path to luminance without
smoke and corresponds to the transmission in Beer's law. The governing
equation is then:

Tr(AX) = L (AX) - e- (A)C, DO) V, (9)L (A )
X S(X) D(N) d,

where S(X) = source signature as a function of wavelength.
D(M) = the detector response curve as function of wavelength.

The denominator of equation (9), L (A), gives the original apparent
brightness of the source as seen b the detector; the numerator, .(,),
gives the reduced apparent brightness when a smoke characterized by
a(), C, and Z intervenes. For the purpose of calculating Tr(AX), it
is only necessary to have relative curves for the source and detec t or.

The source functions, S( ) in the 3-5.5 and 7-12 in rigins are
taken to be 3000K blackhodies(1O); the visible source is the .t;nd
CIE-C (artificial daylight) function (1 1 ). The detector rcsponse
functions, i(X)M, in the 3-5.5 and 7-12 im regions are tho ;e ,f typic;il
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InSb and HgCdTe detectors ( 0 ) ; the visible detector is the standard
photopic observer ( "I ) .

VII. RESULTS

The particle growth model is shown in Figure 1 where the growth
curves of the mass median diameters of each of the three primitive
nuclei distributions is given. The acid concentrations for which
refractive index data were available; and their corresponding relative
humidities are shown in Table I. The comput9)extinction coefficients
are unchanged from those previously reported %, however they are
associated with changed values of relative humidity because the mixed-
acids model requires somewhat higher relative humidities than does
pure phosphoric acid in order to produce the same degree of droplet
dilution, c.f. Table I.

Integrated extinction coefficients will depend on C-k product as
well as relative humidity. For the visible and mid-IR, the C-k
dependence is weak. In only a very few of the cases examined did the
reduction in aeff exceed 2% over the range 0.i<C.Z<20. In the visible
and mid-IR, the variation in aeff due to uncertainty in the primitive
acid nucleus size distribution far outweighs effects due to Cf.
However, in the far-IR there is a significant decrease in lef (7-12)
with increasing C.i product at low and moderate relative humi ities,
which is significant in comparison with the effect of the uncertain
size distributions. This is shown for three relative humidities in
Figure 2.

Because of the Beer's law deviation problem with integrated ex-
tinction coefficients, in order to examine the effect of relative
humidity on integrated extinction coefficients it is necessary to
choose a value of C'k product. From the above discussion, it makes
little difference in the visible and mid-IR which C.k is used. There-
fore, the C- for this study was selected to be one of interest to
measurements in the far-IR. From Figure 2, the values of the C'Z
dependent neff's are in the range 0.25-0.30; therefore a C "Q =5.0 was
chosen as this provides sufficient smoke a reduce transmission in
the far-IR to 20-30%. The results for each spectral region are
shown in Figures 3-5. The extinction coefficients in these figures
are in the conventional units of m per gram of aerosol material sus-
pended. It is also of interest to examine the extinction coefficient
in terms of mass of elemental phosphorus delivered by the munition and
its dependence on relative humidity, Figures 6-8. These data are of
value to systems analysts modeling smoke effects as they include the
humidity dependence of the "yield factor". It c.nm he seen from Figures
3-8 that although the extinction coefficient pti unit mass of smoke
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decreases with dilution (at about 80% relative humidity) the increase
of mass due to extraction of water from the atmosphere tends to
compensate for this, so that extinction per unit mass of airborne
phosphorus is relatively constant over most of the relative humidity
range, and increases drametically for relative humidity greater than
0.9.

VIII. COMPARISON WITH PHOSPHORUS SMOKE DATA

Integrated extinction coefficients in the mid-IR and farIR have
been computed from actual phosphorus smoke spectra(lO). The spectral
data used was averaged over several experiments conducted at different
relative humidities, all of which were below 70%. The present model
predicts little change in extinction coefficient for relative humidi
ties between 10 and 70%; therefore, it is reasonable to use an aeff
computed from spectra averaged over several relative humidities in
this range for comparison purposes. In the mid-IR the phosphorus
smoke data(1 0 ) give ceff=0. 2 5, which is at the very top of the range
predicted by the present model in Figure 4. In the far-IR the phos-
phorus smoke data(1 0 ) gives aeff=0.3 2 for the C.t product value 5.0
used in Figure 5, which is approximately 20% higher than the value
given by the pLisphoric acid optical model.

Systems analysts modeling smoke effects and scientists conducting
smoke field tests need working values for integrated extinction co-
efficients for phosphorus smoke. The results so far suggest that
Beer's law deviations are relatively important only in the far IR (7-
12 Im) region, and then only at low and moderate relative humidities,
c.f. Figure 2; over most of this range , relative humidity has
little effect, c.f. Figure 5. The experimental spectra of phosphorus
smokes for relative humidities below 70% have been used to examine

the C-i dependence of the far infrared extinction coefficient(1 0 ).
Data on smokes produced by both white phosphorus and red phosphorus
have been examined and are very nearly identical. Both may be treated
by the results given here, which are shown in Figure 9. If this change
in broadband extinction coefficient with C'£ product is ignored for
phosphorus smokes in the 7-12pm window, quite serious errors could
occur. For example, with measured transthittance of 5% and the low C'f
limit of a(M)=0.37 chosen as aeff(AA), the C'£ calculated in a field
experiment is in error by 30%. 0

In order to provide a means for correcting for these errors, equa-
tion (9) has beer, used to calculate the transmittance expected from
various C. values and the results tabulated in Table III. The tables
cover transmittance down to 0.1% as the lower limit likely to be
achieved by a broadband transmissometer. The table can be entered
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rAALO M0 gFf=LCVZ UXf10 .:001t3U FOR PVW. . 06.11
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3-5.5 OA o.0, 0. o on, z

TL I WP. 9O'01 t'P1UZ),? A AL (,%I2ia 7OO&= II .W -
Pia losu mu ,A, s A loolz rI Cmooo 1UA69T I Ml 2J-0 a 1 .

P - 1Z .K TWrP [,-.0 .

9 0. 0.37 0. 2 7.0 0.30 0 2.0 0.22

a 029 .0.92 0. 020 0 007 3.0 0..22 0

3 .39 4 . 0 . 7 .078 0 .0 4 
0 . 0 2 4 . 2 0 . 1 I

0.0S4 '.. 0.,7 7.06 1a.0 a.20 0.005 23.0 0.21
0.436 0. 3 0.3 0ass 11.0 0.27 0.00 2,.0 0.21 V

3.806 0.0 0.34 0.043 1.0 0.21 0.006 27.0 0.231
0.27 0 0. 0.36 13.06 13.0 0.26 0.003 25.0 0. 20

0 49 0.0 0.36 0.030 14.0 0.33 0.003 29.0 0.0
.,23 0.9 0.3 0.02 13 .0 0. 0.003 20.0 0.20

0.9 8 1.0 0.30 0,021 10.0 0.24 0.002 31.0 0.20 *

0696l 1.3 0.32 I 0.010 771.0 0.26 0.002 32.0 0.20

0.3al2 .0 0.3 0.010 18.0 0.23 0.002 33.0 0.1:
6093, 4.0 0.33 0,013 I9.0 0.23 0.001 34.0 0.10 -

0. 04 0.0 0.32 0.Q. 3 0.32 0.001 30.0 o.9 It'
0.1$7 0.0 0.31 0.010 21.0 0.21 0.0130.0 0t.1 (C2)9

wth ¢Lt IToduct in th% Fgr-1i for Phosohorus Smoke.

with the observed transmittance and the corresponding C-1 product read
out. The numerical values of the "effective a s" are also tabulated.

Although the detector response curves are quite generally typical, as
are the smoke extinction curves, the source curves used in generating

these tables are for a 3000K blackbody. In some experiments sources
of quite different spectral characteristics are employed, in which

cases these calculations should be repeated.

IX. CONCLUSIONS

1. A model for the expected range of particle size distribution

expected in phosphorus smokes and their variation with relative humid-
ity has been proposed: Figure 1.

2. Using these size distributions and optical constants for appro-
priate dilutions of phosphoric acid, estimates of the integrated

extinction coefficients in the visible, mid-IR, and far-IR were

computed as functions of relative humidity: Figures 3-5.

3. These estimates were tested against a small@amount of phosphorus

smoke data in the mid- and far-IR. They appear reasonably close in the

mid-IR and low by 20-25% in the far-IR where phosphoric 1d optical

constants are known to poorly represent phosphorus smoke " '. The
smoke data used for comparison did not address variation with relative

humidity.

4. The model predicts trends in aeff with relative humidity in each
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spectral region. The extinction coefficients remain relatively con-
stant in each region for relative humidities below 70%. The trends
above 70% in each region could serve in the deAign of experiments on
phosphorus smokes. The trends in extinction coefficients shown in
Figures 3-5 all indicate a decrease above 80% relative humidity; it
should be kept in mind that the suspended mass of the particles in-
creases due to extraction of additional water foom the atmosphere so
that any given cloud does not become significantly less opaque with
increasing relative humidity and increases greatly in opaqueness at
humidities above 90%, as shown in Figures 6-8.

5. Although Beer's law does not apply generally for broadband
extinction effects, it is often a reasonably good approximation. In
such cases an effective extinction coefficient, aeff(AX), can be
defined for a given window region. For phosphorus smoke these values
and the C-1 range over which they can be reasonably used are shown
in Table IV.
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COMPUTATIONAL PARAMETRIC STUDY OF THE AERODYNAMICS OF
SPINNING SLENDER BODIES AT SUPERSONIC SPEEDS

WALTER B. STUREK, PhD), DONALD C. MYLIN, Mr.,
and CLARENCE C. BUSH, Mr.

U.S. Army Ballistic Research Laboratory
Aberdeen Proving Ground, Maryland 21005

1. INTRODUCTION

Recent trends in projectile design have led to shapes with
greater length and more slender ogives. Unexpected flight stability
problems have been encountered due to decreased aerodynamic stability
of these new shapes. Clearly, conventional aerodynamic predictive
capabilities were not adequate. In an effort to avoid these problems
in the future, the Ballistic Research Laboratory has been developing
advanced numerical computational techniques for computing projectile .
aerodynamic characteristics to improve shell design technology.

Substantial progress has been made in the past 10 years in
the development of aerodynamic computational techniques and in the
availability of high speed digital computers. This progress has made
it possible to begin to use advanced finite-difference computational
techniques to perform parametric aerodynamic studies f6r evaluation of
proposed design concepts.

The use of advanced numerical computational techniques for a
parametric study is difficult to justify to compute only static
aerodynamic parameters since cheaper, less complex techniques such as
Ref. (1), (2) and (3) are available. However, if dynamic derivatives
such as Magnus and pitch damping are considered important and if viscous
drag is of interest, then the advanced computation techniques are
justified and, in fact, must be used. This paper reports the initial
results of an ongoing research effort at BRL to form an advanced
aerodynamic computation capability that will provide the shell designer
with a complete package of static and dynamic aerodynamic coefficients
for use in design studies.
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II. COMPUTATIONAL TECHNIQUES

Scope of Effort

Three dimensional finite-difference flow field computational
techniques for inviscid and turbulent viscous flow have been applied to
generate a comprehensive set of aerodynamic coefficients for
cone-cylinder (CC), tangent-ogive-cylinder (TOC), and secant-ogive-
cylinder (SOC) body configurations. The model geometries considered in
this study are shown in Figure 1. Body lengths up to seven calibers

L -5.00 soc coEURATION and ogive lengths of two, three,
L 2.3.4.5.6,7 and four calibers have been
'F .S. Its S.30003, 1,-19.30 considered. The aerodynamic

.1i LI4. m,.32.50  coefficients computed are
a2s-m.0, pitching moment, normal force,
8.301, + Z- MP c center of pressure, Magnus moment,

Nose LENGTHS Magnus force, Magnus center of
sI - pressure, form and viscous drag,

TOCCONFGURATION roll damping and pitch damping.
-T L -2.3., 56.7
1.0 2 ~. 4.25 The sign convention for the

,-3. IT- 9.2s pitch plane and Magnus forces is
L2 LI.4. ,,.,6.23 shown in Figure 2. All

-- -- ..---.--.------. aerodynamic coefficients are
4.2&.25•.25 I computed in a conceptually exact

SHOWN:.O TANGENT-OGIVE CYLINDER manner. The only empirical input
CCCEIWAT1ON is that required for the modeling

'T L LIA,3.4.S,6.7 of turbulent eddy viscosity.

L2= The computations have
---._-----____ .__ been carried out for a Mach number

SH ,OWN'L/, 1001111 CN CYLINDER range of 1.75 < M < 5. These
ALL DIMENSIONS IN CAURS computations were all performed
AaMmARY CT OF ITY LOCAI ILVA OAOi S TV for an angle of attack of 10, a

Figure 1. Model Geometries nondimensional spin rate (PD/V)
o RCEof 0.19, and for sea level
" , atmospheric free-stream conditions.

Specific comparisons to wind
tunnel data were made for the
tunnel operating conditions.

WitiAsWj(SOMFORIME

Figure 2. Magnus and Normal Forces on Spinning

Projectile
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Coupled Inviscid-Viscous Computations

The sequence of computations which are run in order to compute
the static aerodynamic parameters, including turbulent viscous effects,
is shown in Figure 3. Each block represents a separate computer code.
These codes have been combined using the overlay technique on the BRL
Cyber computer. The two main codes are those which compute three
dimensional turbulent boundary layer development and three dimensional
inviscid flow.

OF MWAndfl The computation of the

VW,. RLEU effects of viscosity is of crucial
35 ZII ----.. importance when such parameters as

s.m'inW In roll damping, Magnus, and drag are
30 s ULof interest. The technique

3SIWSCD .--- . .. employed here is a fully implicit,

T- am finite difference quiperical scheme
•' "|:, ,,., .A~ developed by Dwyer . This

technique takes into consideration
Athe changes in direction of the

11 cross-flow velocity that occur on
the side of the shell where the

A FO Om "*inviscid cross-flow opposes the
INTOMAN AM 0tA1 surface spin.

*.*, The equations solved are
M MCK- /r the basic equations defining the

*0 three-dimensional compressible,
SCOW=T IN1l31I 1 0t LOW [N

, am S.-. CEi- turbulent boundary-layer flow over
At 1C *ounS a body of revolution described by

• " S S 5 *l * * the relation r = r(x). The

coordinate system is shown in
S. c. cm. C Figure 4.

Figure 3. Sequence of Computations

Figure 4. Coordinate System
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Continuity

.(r~a) + -1(r~v) + (. (Wi) =0(1

x momentum

- ape Fi! (2)
+ + r ax +T Y Juv

momentum

+ + + ~ a~ aw -- ,e

-F + -pv w (3)

Energy

+ v8fi + ' e +-%2 LY + 302]Va- u " = U -- + + e y Hauax y r x r 50 Lw) +I -)
~ au~,- w +2 aii - 3(4)

ay P ay ay L~
where v = v + p'7/P and the bar indicates a time-averaged quantity.

In order to obtain closure of this system of equations, the
following models of the turbulence terms have been introduced:

Turbulent shear stress

- u- -:- - = I2 [( 2 [(2U + (a)2J.

where c is introduced as the turbulent viscosity and the mixing length,
9 = 0.09 6tanh[(0.4/0.09)(y/6)]. Van Driest damping is used to account
for the effect of the laminar sublayer.

Turbulent heat transfer

kt ahi
c ay
p

The turbulent Prandtl number is introduced as

Prt fi c/k t = 0.90
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The three-dimensional displacement surface is not merely the
vector sum of the longitudinal and circumferential components of the
boundary-layer displacemeyt)thickness. Instead, the differential
equation derived by Moore 5

x [p euer(* , ) -*] [ ( 6 _D-;)] = 0 (5)
e- e 3_D 6x) + -[P

must be solved for 6_D, the three-dimensional boundary-layer displace-

ment thickness where

f= 1u d* f (I-pw )dy
6x 0 P pu d 0 P eW"-

With a body fixed coordinate system, the gas dynamic
equations for inviscid flow can be written as

E z+ F + G + H = 0 (6)

where the flux vectors E, F, G, and H are

[2+ P puV G I [Puw H [ uv

uw Lpvw Lpw 2+pJ L2pvw

These equations are solved using MacCormack's(6) two-step,
predictor-corrector finite difference scheme. The unqe feature of
the program used here, which was developed by Sanders for the Magnus
problem, is that the flow field is computed about an axisymmetric model
plus displacement surface. Due to the distortion of the viscous layer
caused by interaction of the surface spin, the effective aerodynamic
shape has no plane of symmetry.

The flow field variables resulting -from these computation
steps have been developed to yield the following aerodynamic
coefficients--pitching moment, normal force, center of pressure, Magnus
force, Magnus moment, Magnus center of pressure, form drag, viscous
drag, and roll damping. The computational time for a single body
configuration and flow field condition is approximately ten minutes on
a CDC 7600 computer.
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Coning Motion Computations

In order jo~compute the effective pitch damping, the technique
developed by Schiff 8 is used. This computational technique relates
the side force on a body undergoing a coning motion about the CG
location to the pitch damping (C M  + CM.), see Figure 5.

q a

The nymqrical technique
is MacCormack's 6j predictor-
corrector, explicit marching scheme.
This computation involves the
solution of the Euler equations

including terms for Coriolis

X5 a (2px2xv) and centrifugal [p~x(2xr)]
forces in a bocy fixed coordinate

system. For this case, the H vector
in equation 6 becomes

V

Figure 5. Coning Motion About Center of Gravity

FPv
1 puv+pr[2(w 2w-w 3v)+Wlw 2 r-x(wi+wi)]

H = r 1(v2-w2)+pr[2(w3U-wlW)+Wlw2x-r(w?+w)l

Lpvw+pr [2 (W1v-W2u)+u 3 (W2r+W1 s)]

where wl, W2 , and W3 are the components of the angular velocity vector
6 resolved in the z, r, and 4 directions, respectively.

For the case of a steady coning motion, the flow field is
time-invariant in the body-fixed coordinate system. The effective
pitch damping (CM + CM.) is determined using the relation

q a
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C y6 sino(CM  + CM-) (7)
q a

where Cy = side force at coning rate 0 and effective angle of attack

a, which is valid for small values of a and 0. Thus a dynamic
aerodynamic parameter is determined using a steady flow field
computation. This is a potentially very useful tool for the exterior
ballistician. The computation time is approximately 90 seconds on a
CDC 7600 computer for the body configurations in this study'.

III. RESULTS

Comparisons to Experiment

Detailed comparisons of the computations to experimental data
for turbulent boundary layer profile characteristics, wall pressure
measurements and Magnus force are reported in Ref. (9). Comparisons
shown here will be limited to the aerodynamic coefficients of interest.

Examples of comparisons of the computed results to experimental
data are presented in Figures 6 through 10. The comparisons for pitch
plane static parameters shown in Figures 6, 7 and 8 indicate excellent
agreement. The limited comparison for Magnus in Figure 9 indicates
acceptable agreement if allowance is made for the small magnitude of
the Magnus effect and the variance between the wind tunnel and range
experimental measurements. A comparison between computation and
experiment for pitch damping is shown in Figure 10. The experimental
point, which is for an L/D of 5.12 and cone angle of 9.520, shows
excellent agreement with the trend of the computed results. In general,
it is felt that the numerical computations do provide an accuracy for
the aerodynamic coefficients that is within the uncertainty of our
ability to determine these coefficients experimentally. However, it is
felt that a broader scope of comparison for the aerodynamic coefficients
between experiment and computation is of interest and increased effort
to accomplish this is underway.
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SOC LN,2 3 SOC. LN 2

12- C.G. ATOAL BIHINO Nose /

0-0 WT. (L/0O'1SJ
0 W.T. IL/0.71
A RANGI .2

(LO -A)

v 
6

20 W /O(L/O - )

0 00%Ig 2
0 1 2 3 A 5 MACH

MACN

Figure 6. Pitching Moment, Comparison with Figure 7. Center of Pressure, Comparison with

Experiment Experiment

1.2 SOC. L/DO,

A SOC. LN, 2 CA. AT 0.AL EHINO NOSE
L/0 1.0

7

3 + W.T ILN,2

A 0 RANGE (LN-21

U2 -- .
.2- 3

OW. (L/OS1
0 T. ILI -71 ,I I IIco I

0 I 2 3 A MACH
MACH

Figure 8. Normal Force, Comparison t Figure 9. Magnus Moment, Comparison with

Experiment Experiment

tOCC LN- 2.84

0 C .G.AT 0.AL IEHINO NM 2.84

4

5

0 --0 
6

7

I L/D

2 ORANGE 
(LiD'S)

I3 I I I

0 I 2 3 4 S
MACH

Figure 10. Pitch Damping, Comparison with
Experiment
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Parametric Comparisons

Examples illustrating the parametric results are shown in
Figures 11 through 26. The series of comparisons shown in Figures 11
through 20 illustrates an example for each aerodynamic coefficient
computed in this study. The case chosen is the SOC model for a total
length of six calibers and for ogive lengths of two, three, and four
calibers. The aerodynamic coefficients are plotted versus Mach number
for atmospheric free stream launch conditions assuming an adiabatic

wall temperature boundary condition. These comparisons show, for a
fixed body length, that configurations with long slender ogives have
reduced pitch damping, less drag, and a reduced Magnus moment compared
to bodies with shorter ogive lengths.

SOC, L/D ,6CAM" €. 0-'O6L IIIN NO SOC. L/O - 6

+ 2

2 2

II :! N

+W.t (LN3) 4
C. .(iIJ
0 I 2 2IA
MACH 0 I 3 3 4 S

Figure 11. Pitching Moment, Parametric Figure 12. Center of Pressure, Parametric
Comparison, SOC, L/D - 6 Compariso, SOC, L/D - 6

SOCSOC L/0- .SC C.G. Ar Q L ISIIN NOR

.a -. LN
2

z A

.Od -- ,,

+ W.t (LN*| ,,
10 I 20 2 MACH 3 4 s MACH

Figure 13. Normal Force, Parametric Figure 14. Magnus moment, Parametric
Comparison, SOC, L/D - 6 Comparison, SOC, L/D * 6
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0 SOC. L/0.6 6 SOC, LO.6

LN
LN ______________

3
z .

2 2-

•O I I I I OIIea

o I 3 4 i 0 2 3 5
MACH MACH

Figure IS. Magnus Force, Parametric Figure 16. Magnus Center of Pressure,
Comparison, SOC, L/D - 6 Parametric Comparison, SOC, L/D -

SOC. L/D-6 .3 SOC, L/O ,6

S LN
8 v

IN
2 +1

+ W.T. (LN.3)

MAC V MACH

Figure 17. Viscous Drag, Parametric Figure 18. Form Drag Plus Viscous Drag

Comparison, SOC, L/D = b Parametric Comparison, SOC, L/D b

SOC. L/D'6

0 SOC, L/0- 6 0 €C.. At 0.6L. BOIOND NOSE

LN

3 AN2 4

,,.a? I I I i lII0 2 3 2 - 3

MACH 
MACH

Figure 19. Roll Damping, Parametric Figure 20. Pitch Damping, Parametric
Comparison, SOC. L/D - 6 Comparison, SOC, L/D 6
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Examples are shown in Figures 21 through 23 illustrating the effects of
variations in ogive shape for fixed forebody and total projectile
lengths. These comparisons show that pitching moment, Magnus moment,
and pitch damping are increased as ogive bluntness is increased.

WO -6O~, 4.N.3 LO /0 4 LN -
CAL d (L&L WIND N= CA Af GAL IW*NO NOWI

TOC

..mp .riso . D 6, L

2 2 1 a

MAACN 3 4MAC"
Figure 21. Pitching iMoment, Parametric Figure 22. magnuF M~oent. Parametric

Coprsn ,L N - 3 Comparison, L/D *6. LN

L/0-6. LN.3

0o CA~ Ar U.L SSIMO NOW

IOC

Toc

W-20 I

0 1 2 1
0 2 MAC"

Figure 23. Pitch Damping, Parametric
Comparison. L/D *6, .N
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The final sequence of parametric comparisons is shown in Figures 24
through 26 where the effect of varying the body length is shown for a
fixed ogive shape. These figures show that pitching moment, Magnus
moment, and pitch damping are all increased as the body length is
increased.

2 SOC. N.3
C.GAf@.*CAL WN@ L2 SOC . LN -

C.GAV A G.M. NO NMI
'aa

_ 6

o ------- - .--- . q 6

o .

MAC" MACH
Figure 24. Pitching m~oent, Parametric Figure 25. Mlagnus %ioment, Parametric

comparison, SOC, LN3 CompjIrLSOn, O 3

SOC. LN -3
0. CA T 0. INNU Moll

3

7

MAC"

Figure 26. Pitch Damping. Parametric
Comparison, SOC, L% 3
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The comparisons shown represent a small fraction of the
potential comparisons possible from the total data base generated. The
intent here has been to illustrate the capability of the computation
techniques rather than develop any conclusion as to the relative
superiority of any particular configuration. This study is part of a
continuing effort that is being expanded to include boattail
configurations and a wider Mach number range--transonic velocities are
of particular interest.

IV. SUMMARY

A computational aerodynamics parametric study has been
described in which advanced numerical techniques for computing three-
dimensional inviscid and turbulent viscous supersonic flow fields have
been used. A comprehensive data base has been generated for cone-
cylinder, tangent-ogive-cylinder, and secant-ogive-cylinder
configurations. Comparisons between the computed results and experiment
have provided verification of the computational techniques. Comparisons
of the computed results for differing body configurations have
established the ability of the computation techniques to distinquish
the effects of body configuration on the aerodynamic coefficients.

The comparis.,ns for this study represent the first
comprehensive use of advanced flow field computation techniques to
develop a parametric aerodynamic analysis which includes turbulent
viscous effects. Of particular interest are the computations of Magnus
effects, which are accomplished in a conceptually exact manner, and the
computations of pitch damping. Although the technique of computing
pitch damping from a steady coning motion has been available for several
years, this study is the first known comprehensive application of this
technique to ogive-cylinder bodies.
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NOMENCLATURE

A = reference area = iD2/4

CDBL = viscous drag = (ffx cOSBdS)/qA

CDF = total drag = (ffpwsinOBdS)/qA + CDBL

CLP = roll damping = (frT dS)/(qAD PD/V)

CM = pitching moment = (ffzpwcos¢coseBdS)/qAD

CMA = pitching moment coefficient = CM/a

CMPA = Magnus moment coefficient = CMY/(PD/V/a)

CMY = Magnus moment = [ff(zp wsin4cose B + zTcoscos0B + zApsincos08

+ ZTxsin~sin B)dS]/(qAD)

CN, CN  = normal force = (ffp wcoScOSOBdS)/qA

CMQ + CMA= pitch damping = C n6/sino

CNY,Cy = Magnus force = [ff(pwsin~cosOB + T cos4cos B + ApsincosO B

Ixsinosin B)dS]/qA
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cy; = side force in coning motion = (ffpwsinocosOBdS)/(qA;)

CPN = center of pressure = CM/CN

CPY = Magnus center of pressure = CMY/CNY

D = diameter of model

P = spin rate, rad/s

q = free stream dynamic pressure = (pV2 )/2

r = local radius of model

Re = Reynolds number based on model length

S = surface area

u, v, w = velocities in boundary-layer coordinates

V = velocity along model trajectory

x = surface coordinate in longitudinal direction

y, Y = coordinate perpendicular to local surface

z = cylindrical coordinate along model axis

Ap = centrifugal pressure gradient contribution to side force

a = effective angle of attack for coning motion

T = longitudinal velocity wall shear

= circumferential velocity wall shear

B = local slope of body surface

= coning rate
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NOISE PERFORMANCE OF A NEW TYPE
OF LOW NOISE FM DETECTOR

DR. ALLAN B. TARBELL
OFFICE OF THE PROJECT MANAGER, SOTAS V

FORT MONMOUTH, N. J. 07703 V

The development of the wideband quasi-coherent detector de-
scribed in this paper resulted from the need for a low noise, very low
delay FM detector for use in power line protection systems. At NTC-
1975, Klapper and Kratt described the new detector and presented the
results of their analyses of output distortion and performance in the
presence of sine wave interference. Recently they have published a V

more detailed analysis (1). These previous authors showed that under
usual operating conditions the detector output contains distortion
components that are relatively small. They also found that in the
presence of weak sine wave interference their detector performed ap-
proximately the same as the limiter discriminator. However, with a
strong interfering carrier the Klapper-Kratt detector performed much
better than did the limiter discriminator. The detector's performance
in the presence of strong interference led to the inquiry whether the
new detector might possibly provide threshold extension.

The detector (without limiter) has now been analyzed with
noise and found to perform identically to the limiter discriminator
above threshold. However, threshold occurs at a higher CNR than that
of the conventional limiter discriminator. The results of this analy-
sis were confirmed experimentally by assembling and testing a version
of the new detector family. It was also verified experimentally that
the Klapper-Kratt detector preceded by a limiter performs identically

to the limiter discriminator.

Noise Analysis

There are several forms of the Klapper-Kratt detector. In
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this paper, the version shown in Figure 1 was chosen to be analyzed
in detail. The primary reason for this choice was determined by the
lack of an integrator in the demodulator portion of the detector.
With no integrators, the potential integrator initial condition prob-
lem previously described () is nonexistent resulting in a detector
with true wideband performance.

,,,( W- ) Sl,1'uo

CO Wti
-W

Figure 1. Dual Differentiator Version of The New FM Detector

The operation of the detector may be understood as follows.
The input signal is applied to the first differentiator input. The
output of the second differentiator is 1800 out of phase with the in-
put signal, and the amplitude varies as the square of the instantane-
ous input frequency. The time constant of each differentiator is
selected to give unity gain at some radian frequency, UJ, . Thus, at
this center frequency, the output of the summer vanishes. Above and
below this frequency, the output of the summer has an amplitude which
increases as the frequency of the input signal moves away from Wo' .
Coherent detection is performed by the first multiplier. The output
of this multiplier is a signal containing the demodulated output plus
a component at the second harmonic of the detector input signal.

The RF canceller portion of the detector has been added to
remove the second harmonic of the input signal with theoretically zero
delay. The canceller circuit generates a term proportional to sin

2

WU, t which, when added to the first multiplier output, cancels the
second harmonic present in the demodulator output.

A brief description of the derivation of the SNR-CNR relation-
ship will now be presented. The demodulator portion of the detector
is redrawn in Figure 2.
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(1 d (b) d 1C) (d) ZMt

INPUT" +Fd OUTPUT

Figure 2. Demodulator Portion of FM Detector

The input signal is assumed to consist of a carrier plus additive
narrowband Gaussian noise, or

where Wc is the center frequency.

Passing this signal through the demodulator and completing the indi-
cated mathematical operations results in

Z-k -) - Y- Lt) L-L-) X Qw yt'_L C+ L
U~Uj

Assuming thatw,',- Equation 2 reduces to Equation 3,

wte.) 0  LJ o
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Next, the autocorrelation of z(t), defined by Equation 4, is deter-

mined.

7-z - L+.

PN2..Z (.Y) E

tL' -,, xU L+

I.,

By rewriting Equation 5 as the sum of expected values and simplifying,

the autocorrelation becomes

A_, "  Y' ,.") L'_ 'RU, L-, t.t) -6)
.. A___ A, U-1 g)L

The Fourier transform of RzzLr) will produce the output power spectral

density (PSD), or,

R a)< -- ( _(4 ,,,, , 7)

u.) z (W = 4

4Y .00
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where S(W) is as shown in Figure 3a.

Figure 3a. PSD of x(t) and y(t)

Figure 3b. Complete Detector

The second and third terms of Equation 8 may be evaluated
using convolution techniques. After extensive manipulation, the out-
put PSD becomes

Tt- LU 0<J6
+ __ ( I O -_- L 0
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where B is the predetection bandwidth (Figure 3b).

The output noise power is determined by integrating Equation 9 over
the post detection bandwidth (Equation 10).

where is the post detection bandwidth.

Completing the integration results in Equation 11.

C>,E;V W6 ,L W -o oW 0 ~~~ .~v r.AA~

In order to obtain the output signal to noise ratio, the
signal output power from the demodulator must also be obtained. Sin-
gle tone modulation is a common standard of comparison. Assuming
single tone modulation, the input signal can be written as

Input Signal = Acos ( ~ o ), (:z2)
where = modulation index

and [A = frequency of modulating signal.

Passing this signal through the demodulator yields
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~~~j 2 2A-)/

The SNR at the detector output is simply the ratio of Equations 11 and
13, or, (assuming signal and noise can be taken additively)

NR s_

I

This result is exceedingly simple. It is valid above threshold, at
threshold, and below threshold. Only three assumptions were made in
this derivation:

(1) u.) 'Ik)Q

(2) The signal and noise are additive.

(3) 4_

Special Case--High CNR

For the high CNR case the last four terms in the denominator
of Equation 14 become negligible. Hence,

Setting W = k0and recalling that
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CNRAM = CNR (B/2Wb),

Equation 15 may be reduced to

SNR (High CNR) = 3 p CNRAM

Equation 17 describes the SNR improvement expected in the linear
improvement region. This expression is identical to the well known
expression for the conventional limiter discriminator above threshold.
(2 Hence, the performance of the Klapper-Kratt detector above thresh-
old is identical to that of the limiter discriminator above threshold,
without the use of a limiter. A conventional discriminator, however,
has a highly degraded performance without a limiter.

Threshold

Equation 14 may be used to determine threshold occurence for
a specified LAb and B. This equation has been evaluated for various
values of the ratio B/2, , and the result is plotted in Figure 4.

40
40KLAPPER-KRATT (NO LIMITER)z

/ CONVENTIONAL
0 LIMITER DISCRIMINATOR

'20-

0 10 20

RATIO

FIGURE 45 THRESHOLD CNRAK VS IF TO BASE BAND RATIO

Comparing this curve with that of the limiter discriminator shows no
apparent threshold improvement as was previously thought. However,
the new detector, without the additional complexity of a limiter, will
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perform nearly as well as the limiter discriminator for low modulation

indices.

RF Cancelling

Up to this point of the analysis the RF cancelling portion of
the detector has been ignored. It has been assumed that the canceller
simply eliminates the undesired high frequency products of detection,
and has no effect on the output signal to noise ratio. This assump-
tion is, in fact, true as can be demonstrated by following the signal
plus noise through the canceller. This derivation will not be included
in this paper. It is straight-forward, but lengthy.

Experimental Verification

The demodulator portion of the dual differentiator version of
the Klapper-Kratt detector has been built and tested. Data taken with
this demodulator is presented for comparison with the analytical re-
sults of the preceding paragraphs.

The circuitry, assembled with silicon monolithic integrated
circuits, is shown in Figure 5.

IM~~iI

lll {tlICU[I ID TOU CIIW I ACI A
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A center frequency of 1000 Hz. was chcsen for convenience. Adjustable,
active, electronic filters were used to establish pre- and post-detec-
tion filtering. The predetection filter bandwidth was set to 165 Hz.,
while the post-detection filter was adjusted to a bandwidth of 32 Hs.
A 25 Hz. baseband modulating signal was used to deviate the carrier
+ 75 Hz. A plot of the measured SNR versus CNR characteristic for the
Klapper-Kratt demodulator is shown in Figure 6.

tS5" OUTPUT

N

40

20

C0  20 40

CNRAN Id 8)

FIGURE 6. EXPERIMENTAL PERFORMANCE OF KLAPPER -

KRATT DEMODULATOR WITHOUT LIMITER
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Figure 7 is an expanded portion of Figure 6. Figure 7 shows threshold
occurring at CNRAM - 16.9 dB; the SNR improvement above threshold is
12.3 dB. A conventional limiter discriminator was assembled and eval-
uated for comparison.

i

32,

T SESHOtO OCC RS AT C4N,. -is 9di

E1 _ll 1 J)

FIGURE 7 -9 EXPERI14E TAL PERFOR4ANCE OF 9LAPPER-1RATT
DEMODULATOIR WITOUT LIMITER (WARDED SCALE)

Figure 8 and Table I present a comparison of the experimental and
analytical data gathered in this investigation of the noise perform-
ance of the Klapper-Kratt detector. The graphical comparison shows
excellent agreement above and below threshold. These curves, while
not coincident, are quite similar in the vicinity of threshold. The
small ( . 1.0 dB) differences between the measured and analytical
SNRs produce the 3.0 dB difference in the experimental versus analyt-
ical threshold CNRs. From Figure 8 it is clear that the Klapper-Kratt
detector (no limiter) performs the same as the limiter discriminator
above threshold. Threshold in the Klapper-Kratt detector, however,
occurs at a higher CNR than that of the limiter discriminator. This
result led to the experimental investigation of the Klapper-Kratt
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detector with the addition of a limiter.
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FIGURE ANALYTICAL AND EXPERIMENTAL COMPARISON OF THE
KLAPPER -KRATT AND LIMITER DISCRIMINATOR MEODULATORS
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~ ANALYTI CAL EXPERIMENTAL

______________Impro-m.:' %resbold lImprove. reshold

IITER
DISCRIMINATOR 12.2 12.5 12.6 11.5

NO
12.2 19.9 12.3 16.9

MIAPPER LIMITER

KRATT - -

12.6 11.2
LIMITER

TABLE I. COMPARISON OF THE LIMITER DISCRIMINATOR WITH
THE KLAPPER-KRATr DEMODULATOR
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Results of this investigation are shown in Figure 9.
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FICURE COMPARISON Of KLAPP£R-KRATt DEMODULATOR
(SITH LIMITER) AND LIMITER DISCRIMINATOR

The performance of the Klapper-Kratt detector (with limiter) is virtu-

ally identical to that of the conventional limiter discriminator.

Conclusions

In the above threshold region the Klapper-Kratt detector per-
forms identically to the limiter discriminator. Threshold in the
Klapper-Kratt detector occurs at a higher CNR than that of the limiter
discriminator. For small or moderate modulation indices this differ-
ence in threshold performance is quite small. Small enough, in fact,
that in applications where a limiter is undesirable the Klapper-Kratt
detector would likely be a preferred alternative to the conventional
limiter discriminator. The primary application for this demodulator
is where delay must be minimized.

The equation describing the performance of the new demodulator

is very simple. This result is valid in the linear improvement region,
at threshold, and in a region below threshold.
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I. Introduction

The General Accounting Office recommended to the Armed
Services in May 1976 that they --"develop standards for measuring the
ability of personnel to satisfy strength, stamina and operational
performance requirements for specialties where such attributes are
factors in effective performance". This action was in response to
the arbitrary closure to women of many military occupational special-
ties (MOS) presumed to be too physically demanding.

With the need to utilize increasing numbers of women in non-
traditional MOSs as well as to respond to affirmative action policies,
it became apparent that the Army must qualify and assign new entrants
by matching individual qualifications with specific MOS physical re-
quirements, regardless of gender. Arbitrarily barring all women from
a physically demanding MOS, because it is beyond the capacity of the
average woman, is wasteful of manpower, if not, unjustifiable. Thus,
in July 1977, the Army Vice Chief of Staff directed that research
begin to establish gender-free occupationally related physical fitness
standards which could be used for MOS selection and assignment. This
paper presents the process by which this has been accomplished.

Il. Background

The process was based on the following series of assumptions.

Assumption No. 1: Standards should be
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established for two separate components
of physical fitness - aerobic fitness and
muscle strength fitness.

Physical fitness can best be defined in terms of the various
capacities of the body to carry out physical activity. These capaci-
ties are best described by the sources or processes of energy genera-
tion for muscular exertion. These energy sources are physiologically
quite distinct and therefore no single capacity or fitness measure is
adequate to encompass physical fitness in the terms necessary to
define the variety of Army MOSs.

Physiologically there are three distinct energy sources and
thus three physical fitness components. These are illustrated in
Figure 1. Energy for brief muscular activity, such as the lifting of

MUSCLE ANAER031C IAEROBIC
ENERGY STORED METABOLISM METABOLISM
SOURCE____ _____

EXAMPLE I

OF LIFTING 'SPRINTING 'RUNNING
ACTIVITY I_____ _______

CAPACITY MAXIMAL ENDURANCE MAXIMAL 02MEASURED CONTRACTION TIME AT UPTAKE
AS FORCE HIGH INTENSITY

MUSCULAR ANAEROB IC POWEI~ AEROBIC POWER'
TERMINOLOGY STRENGTH I

MUSCULAR STIA
ENDURANCE

Figure 1. Components of physical fitness
in terms of energy sources
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boxes or artillery rounds, is predominantly provided from energy
(in the form of phosphate compounds) stored in the muscle cells. On
the opposite end of the spectrum, energy to sustain long term dynamic
movement, such as running or repetitive light lifting, is provided
from metabolic pathways which utilize oxygen to convert substrates
into useable energy. The third energy source which plays an inter-
mediate role between stored and aerobically derived energy is that
derived from anaerobic metabolic pathways. In this latter system,
conversion of substrate to energy does not require oxygen. This
source is utilized when stored energy is depleted and the demand rate
exceeds the velocity and capacity of the aerobic system.

Most physical exertion is in fact a combination of these fit-
ness components. While strength and aerobic fitness are relatively
easy to isolate and identifiable, anaerobic fitness overlaps exten-
sively with the other two and is quite difficult to separate and
measure. It is for this reason, as well as simplicity, that in estab-
lishing occupationally related standards, it was decided to operation- -

ally use only two components of fitness, muscular strength and aerobic
fitness.

Assumption No. 2: Standards should be
based on objectively determined physical
demands of MOSs.

The capability exists to actually measure the aerobic energy
costs and calculate the forces exerted in individual tasks performed
in the field. Thus, standards based objectively on actual physiologi-
cal demands are preferable to subjective determinations of task de-
mands, i.e., impressions, perceptions, estimations or judgements.

Assumption No. 3: Standards should be
established for groups or clusters of

MOSs having apparently similar fitness

requirements.

There are approximately 350 enlisted Army MOSs. Many have
similar, if not identical, physical tasks and therefore physical fit-
ness requirements. For this reason as well as simplicity and ease of
administration, the smallest number of different fitness standards
would be desirable. Thus, MOSs having apparent similar physical
demands would be grouped together so as to reduce to the minimum the
number of established standards.
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Assumption No. 4: Standards should be
based on the most demanding tasks found
within each MOS grouping.

Since a soldier must perform every task within his MOS, it
was decided to establish standards based on the most demanding tasks
within that MOS grouping. This process was selected instead of using
the average demand of all tasks.

Assumption No. 5: The resolution or
sensitivity of the scale of standards
should be commensurate with operational
needs.

The application or administration of fitness standards in the
field must be simplified as much as possible if they are to be
accepted at all. This is due to the magnitude and diversity of Army
personnel and their locations. A scale of standards with many gradu-
ations would defeat the purpose intended. Sufficient resolution
however, should be established which separates any differences in
aerobic and muscular strength demands which are meaningful in terms
of job performance.

III. Methodology

A summary of the steps developed to derive gender-free,
occupationally related physical fitness standards is shown in
Figure 2.

Step No. 1. The initial step of this process was to assemble
a list of all physically demanding tasks for each MOS. Each Army
service school provided a detailed description of the physically
demanding tasks of MOSs for which they are the proponent. Provision
of insufficient information or unrealistic descriptions were re-
checked and verified until the investigators were satisfied that
the information was accurate.

Step No. 2. The next step was to visually inspect these
physical task lists and group MOSs into clusters with similar fitness
demands by using a set of objective criteria. These clustering
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FORMULATE PHYSICAL TASK
LIST FOR EACH MOS

GROUP MOSs BY INSPECTION
INTO CLUSTERS WITH SIMILAR
FITNESS DEMANDS

IDENTIFY MOST DEMANDING TASKS
TO REPRESENT EACH CLUSTERI

MEASURE FORCE/ENERGY DEMANDS~
OF REPRESENTATIVE TASKS

ADJUST FOR DURATION
AND CONVERT INTO
CAPACITY STANDARD

CONVERT STANDARD FROM
PHYSIOLOGICAL UNITS
IN4TO PF TEST SCORES OR
TRAINING LEVEL INTENSITIES

Figure 2. Sequence of steps taken
to develop occupationally
related fitness standards.

critpria are shown in Table 1. These criteria, one for muscular
strength and one for aerobic power demand, were derived by plotting
the full range of individual task values observed in the task list
and then establishing three levels which divided the total range into
approximately equal parts by taking into account natural concentra-
tions of points. This process is illustrated in Figure 3.
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TABLE 1. MOS Clustering Criteria

Strength Demand Aerobic Demand
Intensity (kg weight lifted to (energy cost in
Rating waist height) kcal/min)

Low <30 <7.5
Medium 30-40 7.5-11i25
High >40 >11.25

STAMINA
(ENERGY DEMAND RATE)

LOW MEDIUM HIGH

5 6 8 10 J 12 14 ! LKCAL /MIN.

. *• * : *
25 45 105 125 LBS.

LOW MEDIUM HIGH

MUSCLE STRENGTH
(WEIGHT LIFTED)

Figure 3. A representation of
how objective criteria
were chosen for MOS
clustering.
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Step No. 3. Once the grouping had been completed and
clusters of MOSs with like demands were formed, the task lists of
each cluster were again examined to select those to be the most
demanding. Four to six of the most demanding tasks in each cluster
in terms of aerobic power were selected for detailed physiological
analysis. These selections were made by evaluating weights lifted,
heights to which lifted, distances carried and estimated caloric
expenditure of the task. The latter was based on previously published
energy costs of both civilian and military tasks (1-3).

Step No. 4. The next step consisted of actually measuring
the energy costs and verifying the weights lifted and distances moved
for the representative (most demanding) tasks. Soldiers from the
Training Center, Ft. Jackson, SC and the 24th Infantry Division,
Ft. Stewart, GA were utilized for hese measurements.

Caloric costs of tasks were determined by measuring oxygen
consumption with the Kofranyi-Michaelis portable respiratory gas
Meter (3). The subject inspired through a mouthpiece and valve so
that the expired air was delivered to the meter carried as a back
pack (weight of 3.8 kg). The meter directly measured expired ventil-
ation and produced an aliquot of gas for separate fractional analysis
of oxygen and carbon dioxide. These two gas concentrations plus
expired minute ventilation were used to calculate the oxygen consumed
each minute. This was converted to kilocalories using the conversion
ratio of 5 kcal per liter of oxygen consumed.

Step No. 5. The energy cost of the tasks selected in Steps
No. 3 and 4 was measured over a period of time (10-20 minutes)
sufficient to produce a stable period of oxygen consumption. This
period did not necessarily have to equal the actual length of the
task as described but only long cnough to accurately ascertain the
average energy expenditure rate of the task being performed at the
prescribed intensity. Most tasks were considered as being performed
on a sustained basis (short rest to work period ratios) and therefore
the measured rate was utilized as the eight hour average sustained
rate.

The next step was the crucial one of converting the eight
hour sustained energy cost rate into the necessary aerobic capacity
for an individual to perform at that level of intensity. A number
of reports (4-6) have suggested that average energy expenditure rates
for an 8 hour work day should not exceed 35 to 50% of one's aerobic
capacity in order to prevent an inordinate amount of fatigue from
which one could not recover overnight. Thus, using a 45% figure,
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if the highest energy cost of a representative task was found to be
8 kcal per minute, then a person would be required to possess an
aerobic capacity of not less than 18 kcal per minute or a maximal
oxygen consumption of 3.6 liters per minute. We employed the percen-
tage figure of 45% which will be discussed later. At this point, the
requirement or standard was established in terms of physiological
units (kcal or liters of oxygen) for aerobic demand and physical units
(weight and distance) for strength demand.

Step No. 6. The final step was to convert these physiological
and physical units of capacity into two sets of physical fitness test
scores, one to be applied at the time of entrance qualification and
the other on-the-job within the MOS (Figure 4). The differences
between these two tests are in the mode of testing and the test score

FITNESS DEMANDS
RATING WEIGHT CAL / MIN.
LOW 66 7.5
MEDIUM 88 11.25
HIGH 110 14.5

ENTRANCE MOS
FITNESS STANDARDS FITNESS STANDARDS

STRENGTH STAMINA POINTS
RATING INDEX INDEX. RATING STRENGTH STAMINA
LOW X X LOW 60 60
MEDIUM X X PLUS MEDIUM 100 100
HIGH X X -~~~~ HIGH 120 120

Figure 4. Scheme for Converting MOS Demands into
Entrance as Well as On-The-Job Standards.

standard. The entrance test would be administered at the Armed
Forces Examining and Entrance Stations (AFEES) where laboratory type
equipment and procedures can be utilized to yield relatively precise
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measures of aerobic and strength capacity. In the "field", on-the-
job, we are limited to the use of performance tests such as running,
push-ups, etc. The other difference is that the entrance standard
will be less than the "on-the-job" standard by an amount equal to the
average expected gain during basic and advanced individual training.
The test measures presently being considered are listed in Table 2.

Table 2

Physical Fitness Test Measures for
Entrance and On-the-Job

Entrance
Component (AFEES) On-the-Job

Aerobic Heart rate during 2 mile run
step test plus %
body fat.

Muscle strength Isometric upright Push-ups
pull at 38 cm. Sit-ups

Capacities from Step No. 5 are then converted into equivalent
scores on these two sets of tests through the means of regression
analysis. The aerobic capacity and two mile run relationship is
illustrated in Figure 5 and the muscle strength-isometric pull rela-
tionship is illustrated in Figure 6.

IV. Results

A. Physical Task List

Based on information provided by the service schools, the physi-
cal tasks of 349 enlisted MOSs were compiled. An example of a task
write-up is given below:

MOS 12E, task-l: Backpack an ADM.

Condition: given an XM120El in
the H-911 bay secured to the back-
pack, cross-country route, under
daylight conditions.
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Standard:

i. lift a 30 kg XM12OE1
ii. backpack ADM 1 km
iii. perform task in 20 minutes
iv. perform task 2 times per day

• > 60

5-55

50

U

0. 45

U

.4 40
0

12 4 r6 18

2 mile run time - minutes

Figure 5. Relationship between aerobic

capacity and 2 mile run time.

B. Clustering of MOSs by Fitness Demand

Using the procedure of judging task demand in two categories at
three levels of intensity (Table 1), five clusters resulted out of a
possible nine combinations (Table 3). Table 4 presents the five
clusters in terms of distribution of MOSs and personnel.
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80
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' 60

Q
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4-4

- 40

30

50 70 90 110 130 150 170 190

38 cm upright pull force - kg

Figure 6. Relationship between maximum
lift capacity and isometric
upright pull test.

Table 3

MOS Clusters

Level of Demand Cluster

Strength Aerobic Designation

High High Alpha
High Medium Bravo
High Low Charlie
Medium Low Delta
Low Low Echo
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Table 4

MOS Cluster Distribution

Number of % of % of total
Cluster moss Total MOS Personnel

Alpha 10 3 19
Bravo 39 11 13
Charlie 63 18 21
Delta 53 15 21
Echo 184 53 26

349

C . Representative Most-Demanding Tasks

Table 5 presents an example of representative tasks selected for
each cluster to be used for cost measurements. Special note should
be taken of the Echo cluster tasks. Echo cluster includes all MOSs
which have no, or only minimal, physically demanding tasks within
their job description. Thus, there were no physical tasks upon which
to base a fitness standard. It was therefore decided by HQ-Training
and Doctrine Command that a group of tasks would be formulated which
would be used to derive the fitness standard. These tasks, referred
to as "common soldiering tasks", were selected by a committee at the
US Army Infantry School to represent those tasks which all soldiers
must be able to perform, at a minimum, in a wartime defensive situa-
tion. These are also tasks which are to be accomplished by the end
of Basic Initial Entry Training.

D. Measurement of Energy Cost

Table 6 presents examples of mean energy costs of a representative
task from each cluster.

E. Convert Cost into Capacity and Test Standards

Demand for muscular strength was expressed in terms of weight
lifted to a height of 132 cm. Thus, the greatest lifting demands
identified in the cluster representative tasks were converted into
this unit (adjusted for height lifted) and expressed as the required
absolute strength capacity. For aerobic capacity, 8 hour energy
demands were set not to exceed 45% of capacity and aerobic capacities
thereby calculated.
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Table 5

Examples of Cluster Representative Tasks

Alpha
"Carry 45 kg CWIE bag 1000 m in 20 minutes."

Bravo
"Lift and carry 41 kg ammo box 6.7 in 32 times
per hour."

Charlie
"Lift 132 cm and carry 25 kg projectile 15 mn,
50 times per hour."

Delta
"Lift and carry 27 kg container 15 m, 40 times
per hour."

Echo (complete list)
1. "8 km march in 120 minutes."
2. "Dig one-man emplacement in 45 min."
3. "Lift and carry 23 kg, 50 m, 8 times in

10 min."
4. "Rush 75 mn in 25 sec."
5. "Low and high crawl 75 mn in 90 sec."

The conversion of these physical and physiological units into
field test event scores or AFEES measurement scores is then carried
out by regression analyses as described earlier. The purpose of this
paper is to present the process used to derive these standards and
therefore the actual computed standards are not presented but will
be published elsewhere.

IV. Discussion

This paper outlines the rationale and step-by-step process
taken to develop new gender-free physical fitness standards for the
Army based solely on occupational (MOS) physical demands. It estab-
lishes an objective basis for minimum physical standards for MOSs so
that individuals can be selected and assigned to MOSs based on the
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physical demands of the MOS. It is recognized that a number of
assumptions must be made during this process, some of them based on
inprecise data, However, it is felt that the precision achieved is
appropriate to the resolution desired.

Table 6

Examples of task energy cost

from each cluster
Cost

Cluster Task 1/min V09

Alpha Carry 50 43 kg bags 20 ft in
one hr. 0.96

Bravo Lift 45 kg projectile to 132
cm and carry 20 m, 100 times

per day. 0.89
Charlie Lift and carry 25 kg projectile

15 m, 50 times per hr. 0.75

Delta Lift and carry 27 kg container
15 m, 40 times per hr. 0.73

Occupationally based fitness standards are not meant to be
either the ultimate or sole physical fitness standards. They are
intended to serve as a requirement upon which to base MOS assignment
qualification at the time of enlistment into the Army and secondly as
the minimal standard that must be met to retain qualification in a
particular MOS or for retention in the service. It is envisioned that,
particularly in operational units, these M0S-base/ standards would be
exceeded in order to achieve the additional goals' of improved health,
appearance, morale and overall military performance. These additional
or supplemental standards would be determined by unit commanders to
meet the needs of their personnel and their unit mission.

In conclusion, this research has resulted in a process by
which physical fitness demands of all enlisted MOSs can be represented
by 5 sets of standards, representing three levels of demand in two
separate categories of fitness. This categorization was accomplished
by applying objective criteria to MOS tasks, including the weight
lifted and rates of energy expended. This system establishes a basis
by which physically demanding occupations can be assigned on a gender
free basis which will be both legally and scientifically defensible.
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It should lead to more cost effective matching of individual capabili-
ties to occupational demands.
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INTRODUCTION

At Army installations, operations essential to the main-
tenance, servicing, and cleaning of wheel- and track-type vehicles
produce large volumes of wastewater which may contain variable con-
centrations of hydrocarbon products used in the servicing and clean-
ing operations. Federal regulations require the monitoring of hydro-
carbon concentrations in effluents discharged into waterways; and
regulatory agencies such as the Environmental Protection Agency are
vested with authority to assess liabilities for restoration costs
in cases of environmental pollution by outfalls exceeding established
concentration limits.

Methods of quantification of "total hydrocarbons" have been
developed and approved by EPA and provide the basis for the monitor-
ing of this class of environmental pollutant (1,2). However, while
these methods provide essential data on hydrocarbon concentrations
in effluent samples, they do not provide information needed for
identification of the specific hydrocarbon products present in the
effluent to aid in tracing a given hydrocarbon pollutant to its
source for preventative action.

Extensive R&D efforts by other agencies and independent
groups have been directed to the identification and classification
of petroleum oils. A variety of analytical techniques have been em-
ployed, including infrared spectroscopy, absorption and fluorescence
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spectrophotometry, gas and liquid chromatography, and trace-elemental
analyses. Reviews and investigations of applications of these tech-
niques are reported by Adlard (3), Bentz (4), Brown et al. (5),
Gruenfeld (6), Kawahara (7), and Wilson et al. (8). A comprehensive
current review of the state of the art in oil-spill identification,
including remote-sensing methods, was presented by Bentz (9).

The general focus of the reported research has been on iden-
tification ("fingerprinting") for forensic purposes of a crude oil or
petroleum derivative occurring as a single component in an accidental
or clandestine marine spill. Former studies have not been concerned
with identifying specific hydrocarbon products occurring as multiple
components of complex mixtures as would be found in wastewater efflu-
ents.

OBJECTIVE

The objective of this study was to develop a readily usable
analytical method for the identification of specific hydrocarbon
products in wastewater from vehicular service and wash-rack areas
at Army installations.

The hydrocarbon products to be included for identification
in this study were to be limited to the following MIL-Spec products
employed in the servicing and maintenance of military vehicles: Motor
Oil, Diesel Fuel, Hydraulic Fluid, Brake Fluid, and Solvent Type II.

APPLICATION OF INFRARED SPECTROSCOPY
TO OIL IDENTIFICATION

For more than three decades, infrared spectroscopy (IR) has
been used extensively to characterize the composition of petroleum
constituents. In the early development of methods for the "finger-
printing" of oil-spill samples, IR provided a direct means for iden-
tification through visual comparison of the IR spectrum of a recov-
ered oil spill sample with a library of reference spectra of oils
of known origin.

The advent of commercially available IR spectrophotometers
with digitizing capability, and the application of computer inter-
facing has opened the way for the use of statistical methods of data
reduction to replace the earlier, subjective visual-comparison
techniques.
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In the pattern-recognition method developed by Lynch and
Brown (10), log-ratios of absorptivities of an unknown oil sample to
a reference oil, at each of 21 selected absorption peaks, are used
to obtain a single numerical value which is a measure of the overall
difference between the unknown sample and the reference oil. The
multivariate statistical approach to the fingerprinting of oils
developed by Mattson et al. (11,12) has introduced statistical prob-
ability functions in describing the extent of match or mismatch be-
tween the IR spectrum from the oil spill sample with a computer file
of reference spectra of petroleum oils of known origin.

In another computer-oriented fingerprinting method des-
cribed by Killeen et al. (13), a digitized IR spectrum is treated
as a vector in n-dimensional space; and the closeness of fit to the
hyperplanes generated by an unknown oil and a reference oil is a
measure of overall difference.

THE ANALYTICAL PROBLEM DEFINED

The analytical objectives and associated problems in fin-
gerprinting oil-spill samples are distinctly different from those
in identifying the presence of specific hydrocarbon products as
components in a mixture of hydrocarbons. Fingerprinting a given
oil sample involves the use of a set of variables (absorption bands
in IR spectroscopy) to test whether the spectrum of an oil-spill
sample corresponds, at a high statistical confidence level, to one
in a computer file of reference oils of known origin. Differences
between the infrared spectra may be very subtle, and small varia-
tions in intensity ratios between a myriad of peaks must be deter-
mined with high precision and accuracy.

Identification of hydrocarbon products in a mixture of
petroleum-derived hydrocarbon products (each of which is a mixture
of hydrocarbons) involves the use of an appropriately selected set
of absorption bands to test for the presence (above a given discri-
minator value) of specific hydrocarbon products on the basis of the
reference spectra of the individual products. The absorption spec-
trum of the mixture to be analyzed is a summation of the absorption
spectra of the individual hydrocarbcn products present; and the
analytical problem consists of "unscrambling," or differentiating
the integrated signals to the extent that individual hydrocarbon
products in the mixture can be identified.
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DEVELOPMENT OF THE ANALYTICAL METHOD

In a system in which five specific hydrocarbon products
in an effluent are to be identified but not quantified, analytical
requirements might be met through the use of a simple binary infor-
mation format based on the presence or absence of absorption peaks
unique to each hydrocarbon product--if an adequate number of such
peaks for each product could be found that are analytically suitable.

On that supposition, scans of absorption spectra of the
five hydrocarbon products were made on a computer-interfaced Perkin-
Elmer 283B spectrophotometer (Figures 1 through 5). Digitized spec-
tral information of each product was simultaneously stored on magne-
tic discs. Peak tables listing the wavenumber of each absorption
peak with the corresponding absorbance value were computer generated
for each of the five referenced hydrocarbon products; and a compila-
tion of the wavenumbers of the recorded peaks for the five hydrocar-
bon products was assembled.

Since the hydrocarbon products were all of petroleum ori-
gin, the major and secondary absorption bands were in common to all
five products. Absorption bands that were not in common to the five
products were relatively weak--some barely above background noise.
The intensities of the very weak peaks were then computer enhanced
by accumulating and averaging five successive spectral scans. This
process significantly improved the signal-to-noise ratio of these
peaks because baseline noise, being random, tends to average to zero,
whereas true absorption signals occur in only a positive direction.

Peaks in common with more than two hydrocarbon products
were eliminated from further consideration; the wavenumber values
if the remaining peaks and the corresponding hydrocarbon products
represented by each peak are listed in Table 1. A tabulation from
Table 1 of the number of absorption bands unique to each hydrocarbon
product, and of the number of bands shared between two products,
gave the following scores:

Bands Unique Bands Shared
to One Between Two

Product Product Products

30W Motor Oil 4 5
Diesel Fuel 6 5
Hydraulic Fluid 8 2
Brake Fluid 4 6
Solvent Type II 0 4
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TABLE 1

INFRARED ABSORPTION BANDS UNIQUE TO TWO OR LESS HYDROCARBON PRODUCTS

Frequency
Absorption 30W Diesel Hydraulic Brake Solvent of

Band (cm- I ) Oil Fuel Fluid Fluid Type II Occurrence

1952 x 1
1775 x 1
1734 x 1
1717 x 1
1706 x 1

1690 x 1
1325 x x 2
1297 x 1
1269 x x 2
1248 x 1

1240 x I
1227 x 1
1207 x I
1157 x x 2
1150 x 1

1115 x 1
1092 x 1
1077 x x 2
1070 x x 2
1064 x 1

1031 x x 2
1014 x x 2
945 x x 2
865 x x 2
851 x

805 x I
775 x 1
747 x 1
739 x I
699 x I
634 x
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Figure 1. Infrared Spectrum of 30W M4otor Oil

~-- ----- ....... V7

-1 1 -'

200 00 go0100 Wo610

Figure 2. Infrared Spectrum of Diesel Fuel

334

----------



*VOGEL, FILECCIA, MIKUCKI and LAMPO

~T- -T - -

1 I

L~~

40 --

H 7-1
63 *0

LC

20 0

2300 400 M00l VtUIL 0

Figure 3. Infrared Spectrum of Hyrauli Fluid

:33



*VOGEL, FILECCIA, MIKUCKI, and LAMPO

I p
200 'o 160 I. 1 P (. W

Figure 5. Infrared Spectrum of Solvent Type 11

DEVELOPMENT OF THE ANALYTICAL METHOD (continued)

On the basis of the scores, and of the peak intensities,
"orecognition power" for Diesel Fuel, Hydraulic Fluid, and Brake
Fluid was acceptable; for Motor Oil was marginal; and for Solvent
Type 11 was poor. The poor recognition power for Solvent Type II
by the absence of unique peaks was further diminished in that the
five shared peaks were respectively present in the remaining four
products, as shown in Table 1. Consequently, under the procedural
conditions used, Solvent Type II would not be identifiable by infra-
red spectroscopy in a mixture in which the four other hydrocarbon
products are present.

This deficiency was remedied by thle auxiliary use of gas-
liquid chromatography, which has the Inherent capability for differ-
entiating between hydrocarbons having similar molecular structure,
but differing in some other property.
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Application of Gas-Liquid Chromatography (GLC)

Motor Oil, Diesel Fuel, and Solvent Type II are all related
to each other in being fractions obtained from the distillation of
petroleum. Petroleum crudes have a predominant component of n-paraf-
fin hydrocarbons in a homologous series of carbon numbers to C40 or
more. The chromatogram of a typical petroleum sample is character-
ized by a periodic sequence of peaks representing unit increments in
carbon numbers of the n-paraffin series. Through application of the
carbon-number criterion in GLC, differentiation of the lower molecu-
lar-weight n-paraffin fractions, which characterize Solvent Type II
and Diesel Fuel, from the higher molecular-weight fractions, which
constitute motor lubricating oils, can readily be made. The chroma-
tograms subsequently run on Solvent Type II, Diesel Fuel, and 30W
Oil (Figure 6) clearly show this differentiation.

Thus, tl gh the complementary capabilities of GLC with IR
spectroscopy, recognition of each of the five specific hydrocarbon
products in the presence of each other was made possible.

INSTRUMENTAL PROCEDURES

Infrared Spectroscopy

Infrared spectra of reference materials and samples were
obtained using a double-beam, optical-null type, microprocessor-
controlled infrared spectrophotometer (Perkin Elmer 283B) with
operating parameters selected for a nominal resolution of I cm

-1

in the range between 2000 and 600 wavenumbers. Absorption cells
were of the sealed, demountable type, with KBr windows and cell
path-lengths of 0.01 and 0.05 mm, dependent on sample type. Repli-
cate transmission spectra were digitally recorded over the range
between 2000 and 600 cm- I at 1-wavenumber sampling intervals
through a computer-interfacing system (Perkin-Elmer Data Station).
The spectral scans were averaged, and stored on magnetic discs.
The retrieved spectra were smoothed with a 13-point quartic smooth
(14) prior to generating peak files formatted to print the wave-
number and transmittance (or absorbance) of each peak occurring
above a given threshold value. The signal-averaged spectra were
viewed on a video display by which the necessary transformation of
transmittance/absorbance, or accumulation techniques to enhance
peak intensity, could be observed. The resulting spectra were
then computer plotted on formatted strip charts or on variabl,
computer-generated grids.
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Gas-Liquid Chromatography

Equipment used in the GLC measurements consisted of a
Hewlett-Packard Model 5754 Gas-Liquid Chromatograph equipped with
temperature programming and a flame ionization detector. A 6-foot
3.2 mm stainless-steel column was packed with 6% Dexcil 300 on 80/
100-mesh Chromasorb WHP. Column temperature was programmed through

a linear range between 900 and 325 0 C at a rate of 40C per minute.
Sample volumes were typically between one and four microliters,
depending on sample type. Output signals were processed through
a Hewlett-Packard 3380A recording integrator which plotted the

chromatogam with retention times indicated at each recorded peak,
and also printed a table of the respective peak areas as percent
of the total.

Sample Preparation

Reference samples of the hydrocarbon products included
in the study were MIL-Spec materials obtained from the Ft. Lewis
stores. Hydrocarbon samples received from the field were typi-
cally skim samples consisting of an oily phase containing solid
debris and occluded water overlaying an aqueous phase. Since water
even in trace amounts presents strong spectral interference in the

infrared region and etches alkali-halide cell windows, complete
separation of the organic phase from the aqueous phase was neces-
sary. This was accomplished on a physical basis by centrifugation
of appropriate portions of the sample in 20-ml centrifuge tubes at
a temperature of approximately 300C. A portion of the supernatant
organic layer was then carefully drawn off with a Pasteur pipette
and transferred to another tube. The cycle was repeated until a
clear organic phase was obtained. The separated organic phase was
filtered through anhydrous magnesium sulfate, which reduced the
remaining traces of water to levels not detected in the recorded
spectra.

Conventionally employed solvent extraction of the organ-

ics from field samples, followed by evaporation of the solvent,
was avoided because of the inevitable addition of interfering
solvent peaks if evaporation is performed at low temperatures,
and the variable loss of relativelv volatile fractions of the

sample if the solvent evanoration is conducted at higher temper-
atures.
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14EATHERING EFFECTS

When oils or other hydrocarbons are discharged in an aque-
ous effluent and are exposed to the atmosphere as emulsions or films
overlaying an aqueous phase, changes in molecular structure occur on
a time-related basis from the effects of solar irradiation, temper-
ature, agitation, adsorption on solids, bacterial action, and by
chemical interaction with other compounds in the effluent. These
changes are reflected in the IR spectra and chromatograms of the
materials. This so-called "weathering" must be taken into account
in using "off the shelf" standard reference samples of the hydro-
carbon products for identification of the same products in a recov-
ered sample that has undergone environmental exposure. The changes
that occur in weathered hydrocarbons are reflected in the emergence
or increases of the oxidation-related carbonyl bands around 1700

c1,increases in some aromatic-related bands, and in a general
increase in baseline level in the 600 to 1500 cm-1 region.

Numerous techniques to simulate environmental weathering
have beeii developed. The U.S. Coast Guard, the Department of the
Interior, the Environmental Protection Agency, and others concerned
with the fingerprinting of crude oil and petroleum products in mar-
ine and terrestrial environments have devoted considerable R&D
effort in studies of the compositional changes due to weathering,
and to the development of techniques for simulated weathering of
reference samples that takes into account or compensates for the
environmental effect (15,16). It has been shown in the reported
references that the reliability of analytical fingerprinting methods
is improved when synthetically weathered standards are employed in
the identification of a recovered crude oil or petroleum product.

Methods developed and adopted by ERDA and ASTM for the
synthetic weathering of crude oil involves a distillation under
reduced pressure of the suspect and recovered oil samples, and col-
lection of the +2750 C (atm) fraction which is used in the subse-
quent analysis (16,17). The distillation technique for synthetic
weathering of crude oils results in the rejection of the light
fractions having n-paraffin carbon numbers of 15 or less. The
rejection of the low carbon-number fraction does not affect analy-
tical methods for the fingerprinting of crude oils which usually
contain a n-paraffin series extending to C40 or more. However,
such synthetic weathering methods are unsuited for the synthetic
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weathering of effluent samples containing diesel fuel, solvent,
and other light hydrocarbon fractions. Synthetic weathering by
long-wavelength ultraviolet irradiation and aeration at temperatures
below 400, as used by Anderson et al. (18), offer more appropriate
alternatives.

In the weathering procedure adopted for this study, a 10-nd
volume of a given MIL-Spec reference hydrocarbon material was added
to approximately 30 ml of water contained in a 100-ml beaker, form-
ing a supernatant organic layer of approximately 5 mm overlaying the
aqueous layer. The beakers containing the five hydrocarbon products
were irradiated by sunlight-simulating fluorescent tubes placed
approximately 10 cm above the liquid level in an Atlas UVCON atmos-
pheric weathering chamber for a period of 48 hours at a temperature
of 310C. The percent change in weight of the reference materials
after weathering was calculated.

As would be expected, significant weight losses by evapor-
ation occurred in the light-distillate petroleum materials such as
Diesel Fuel (37%) and Solvent Type 11 (54%). Weight losses from
Hydraulic and Brake Fluids were moderate (6-8%), and the 30W Motor
Oil showed an insignificant weight loss (less than 0.2%).

A comparison of the infrared spectra of the weathered vs
not weathered reference materials showed neither emergence of new
peaks nor disappearance of existing ones. Spectral changes were
limited to slight increases in background absorption in the 1300 to
600 cm'l region; an increase in peak heights of oxidation-related
bands around 1700 cm1l, and changes in the peak ratios of the Diesel
Fuel absorption bands in the 750 cm-I spectral region. Thus, for
the specific hydrocarbon products included in this study, artificial
weathering of reference materials did not change the "recognition
power" of the selected infrared absorption bands.

Since the weathering of light fractions of the hydrocar-
bons which constitute Solvent Type II and Diesel Fuel results in
significant loss of lower-boiling components, this loss is reflected
in attenuation or absence of the lower carbon-number peaks In gas-
liquid chromatograms. In GLC techniques, weathering effects must
be taken into account in the interpretation of chromatographic data.
Reference materials should be artificially weathered before chroma-
tographic comparisons are made with field samples.
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RESULIS

The utility of the tentative infrared/gas-liquid chromato-
graphic analytical method was shown by its ability to successfully
identify hydrocarbon products in "known unknowns" prepared from the
five hydrocarbon reference materials. In a field sample of waste-
water from the Flora Road outfall, Ft. Lewis, Washington, hydrocarbon
products identified in the organic phase included motor oil, diesel
fuel, and hydraulic fluid. The complementary "recognition powers"
of IR and GLC were clearly evident--the marginal capability of IR to
recognize motor oil in the presence of the other specified hydrocar-
bon products was effectively augmented bv the strong recognition
power of GLC for this material. Diesel fuel was identified by both
IR and GLC; hydraulic fluid was readily identified by IR.

CONCLUSIONS

At this stage in the development of a method to identify
specified hydrocarbon products in wastewater from vehicular service

areas on Army installations, neither infrared spectroscopy nor gas-
liquid chromatography, when used alone, completely establishes the
identity of all the products in the presence of each other. However,
when used in combination, IR/GLC can be the basis of an effective

analytical method.

Although a method involving only one analytical discipline
would have obvious advantages over one involving, as in this case,
both IR and GLC, the advantages would be real only if the total pro-
cedural details and instrumentation required in the application of
the single discipline would be less complex than through the use of
two disciplines in combination. The tentative method described for
this specific and limited purpose is relatively simple, and could
be used with instrumentation and by personnel typical of the well-
equipped analytical laboratory.
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It is well recognized that two structural components-collagen

of the connective tissue and the actomysin complex of the contractile

apparatus determine the tenderness of meat. Muscle collagen is com-

prised of three genetically distinct types, each stabilized by lysine

derived cross-links. As the animal matures the degree of cross-link-

age increases relating to the textural alteration in the meat from

older animals. Textural changes not related to the age of the animal

occur postmortem (after slaughter) in which the meat goes through a
cycle of toughening (rigor) and tenderization. The natural tenderiza-

tion following rigor occurs after 4 or 5 days postmortem and involves

primarily changes in the interaction of two major elements of the con-

tractile apparatus; myosin (the thick filament) and actin (the thin

filament). Examination of the changes in the ultrastructure of the

muscle during the natural tenderization process include: loss of the

"Z" band (a structure occuring periodically along the muscle fiber to

which it is believed attaches thin filaments to each other), and

changes in the distances between the thick and thin filaments. In

1973 Eino and Stanley (1) showed that a group of proteases in muscle

produced structural alterations in muscle resembling those which

occured during postmortem tenderization. These enzymes were released
maximally after 5 days postmortem. The group of enzymes are known to

be acid hydrolases called cathepsins and are found within special

organalles in the muscle called lysosomes. In 1976 Robbins and Cohen

(2) of the Food Sciences Laboratory of NARADCOM, reported that muscle

when treated with an extract of bovine spleen could be considered as

an exogenous tenderizer which would simulate the natural aging process

that occurs postmortem.
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The work that I will report on today is the progress since the

1976 paper. This work gives biochemical, ultrastructural and techno-
logical evidence for the use of spleen enzymes (cathepsins) as exogen-

ous tenderizing agents. We have recently published these findings (3).

The extraction of the active enzyme fraction is shown in
figure 1. The release of the catheptic enzymes from the lysosomes

occurs when the pH is lowered to 3.5. The subsequent 1yophilate is

rehydrated prior to its application. The catheptic enzymes found in
the spleen extract are given in figure 2. Our attention has been
focused on cathepsin D and B. As a model system of meat in order to

examine the effect of these catheptic enzymes we chose bovine myofib-
rils. Myofibrils contain thick (myosin) and thin (actin) filaments as

well as the regulatory proteins (tropomyosin and the troponins). In

addition the myofibril contains a protein (actinin) which many consider

the main component of the "Z" band. The effect of the action of the

spleen enzymes was followed by electrophoretic analyses of the treated
myofibrils. In these experiments the enzyme extract was added to a

solution of myofibrils and after the specified incubation time the mvo-

fibrils were solubilized in a phosphate buffer containing urea, sodium

dodecylsulfate, and dithiothreitol (a reducing agent). The electro-

phoresis was performed on polyacrylamide gels and the individual pro-

teins were visualized by staining with coumassie blue dye. The re-

sults of the reaction with the spleen extract is shown in figure 3,

where A is the control myofibril untreated, B and C are mvofibrils

treated with spleen enzyme (cathepsin D) and with cathepsin D (isolated

from muscle) respectively. The most dramatic change is seen in the
myosin which has decreased in molecular weight from 200,000 daltons to

145,000 daltons, other changes occured in the regulatory proteins

especially troponin I and troponin C. Changes in myosin might be ex-

pected to weaken the structure of the muscle fiber and lead to an

alteration in tensile strength (a tenderization. We compared the
action of the spleen enzyme to a commercial meat tenderizer, papain

which is derived from plants and goes under the trade name of "Adolph's

Tenderizer". The myofibrils were treated with papain in a similar

manner as the spleen enzyme and analyzed by gel electrophoresis. The

results are shown in figure 4. The control (untreated) myofibril is A

and the papain treated, B. The action of papain leads to a complete

hydrolysis of the myofibrilar proteins. Such an extensive proteolvsis

may be the cause of the over tenderizing action observed in the indi-

scriminate use of commercial meat tenderizers. In order to examine

the extent to which the organization of the myofibril is disrupted on

the molecular level during the reaction with the spleen enzymes, a

series of experiments involving electron spin resonance were performed.

In these experiments low molecular weight organic compounds which pos-
es an unpaired electron in one region of their structure was covalent il
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attached to the myofibril through a functional group in another region

of their structure. The two organic compounds we used in our studies

are shown in figure 5A. They attached themselves primarily to one

region of the myosin (thick filament). The attached organic free radi-

cals acted as reporter groups in the myofibril since their electropar-

amagnetic resonance spectra (figure 5B) would be altered in shape if

there were structural alterations occuring near to them. In figure 6
is shown the effect of 4 commercial meat tenderizers A,B,C, and D on
myofibrils containing the free radical reporter groups. Their effect

is compared to the action of the spleen enzymes (E and F). The para-
meter "R" on the ordinate scale represents the degree of structureal

alteration in the area near the reporter groups. We noted that each
of the commercial tenderizers bring about rapid structural disorder

while the spleen enzyme treated samples showed no such effect. Ultra-

structural examination on the spleen enzyme treated myofibrils was
made by scanning electron microscopy. After treatment with the spleen

enzyme the myofibrils were washed and fixed in glutaraldehyde. Fol-
lowing a dehydration procedure, the samples were critically point

dried with CO 2 , mounted and coated with gold-palladium. The prepared

specimens were examined in a Coates and Welter Model 100-Z Field

Emission Scanning Electron Microscope. Figure 7 shows the S.E.M.

micrographs of the untreated (A) and the enzyme treated myofibril (B
and C). The structural alterations seen in the enzyme treated myo-

fibrils are; a loss of the "Z" band structure (refer to the arrow in

the figure), and a shortening of the lengths of the sarcomeres (the
region of the myofibril bounded by each "Z" band). Loss of the "Z"

band is the commonly observed ultrastructural change that postmortem

meat undergoes during the natural tenderization process. In the
natural tenderization process this "Z" band loss occurs after 4 to 5

days whereas the spleen enzyme extract brings this about after one

hour.
Although our biochemical and ultrastructural experiments had

shown that the changes brought about by the spleen enzymes were very

similar to those reported during natural tenderization, a technologi-

cal experiment was needed to prove its potential usefulness for the
Armvys Food Program. In this experiment, precooked freeze-dehydrated

beef slices were placed in vacuum sealed cans and stored at room tem-

perature. At periods of 3,6,9, and 12 months dehydrated beef slices
were rehydrated in water with and without the spleen enzyme extract.
Figure 8 shows a textural measurement on the rehydrated meat slices

performed on a Instron Universal Testing Instrument. At all times
during the storage experiment the effect of the spleen enzyme was to
increase the tenderness of the beef slices.

The work of the Food Sciences Laboratory of NARAD( TM has thus
shown that extracts from bovine spleen, highly acti-e in catheptic

enzymes have an excellent potential for use as exogenous meat
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tenderizers because of their selectivity of action and ready avail-
ability from bovine spleen which is a cheap by-product of the meat
industry.
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LYSOSOMAL CATHEPTIC ENZYMES

1. Cathepsin A - Carboxypeptidase, has little action on

protein itself, but acts synergistically with endo-

peptidases

2. Cathepsin B - Endopeptidase with broad specificity similar

to papain

3. Cathepsin C - Exopeptidase capable of sequentially split-

ting dipeptides from the amino terminals of polypeptide

chains.

4. Cathepsin D - Endopeptidase that resembles pepsin in its

specificity

FIGURE 2
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1. INTRODUCTION

The temperature distribution T(x,y,z,t) in a specimen during
heating and cooling of its outer surface is determined by solving the
heat diffusion equation for given boundary conditions. Solutions are
often obtained for special forms, such as infinite cylinders or infi-
nite slabs, of the specimen, and for some simplified boundary condi-
tions, such as abrupt initial temperature change at the surface of
the sample. In practical problems, the solutions are often approxi-
mated by simple forms of the time temperature relations. For
instance, in the case of retorting of food, the center temperature
in the can is usually approximated by a zero order Bessel function
valid for very large values of time. Such approximations, while
valuable, are inadequate for exact studies. Using modern computers,
we were able to calculate T(x,y,z,t) very accurately for any practi-
cal size cylinder and for different boundary conditions corresponding
to Nusselt numbers between 0 and 5000. The high accuracy and the
rapid calculations make the method very useful in many fields of
thermal engineering. In the present paper, we apply this method to
exact integral calculations of the survival fraction of bacteria
during heat sterilization process.

2. HEAT DIFFUSION EQUATION FOR A FINITE CYLINDER

The conduction of heat in a cylinder is given by a second
order differential equation. In cylindrical coordinates it is:

(T(r, 0, z, t) = K V2 T(r, 0, z, t) (1)
t
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where T(r, 0, z, t) is the temperature at point ?(r, 0, z) and at
time t, and K is the thermal diffusivity of the material of the solid

= = thermal conductivity (2)

O0c density • specific heat

We will consider heating a cylindrical specimen from an

initial temperature Ti with a constant temperature Th on the outside
of the surface. Then the temperature T(r, 0, z, t) at any point in
the specimen at any time t will be given by Eq. (1), together with
the boundary conditions. To simplify the equations, we introduce a
new temperature variable:

T = T - Th  (3)

Eq. (1) becomes

aT
aT = K V2 T for r < a, IzI < k (4)

where a is the radius, and Z the half-length of the cylinder. The
initial value of T at any point of the specimen is:

Ti = Ti - Th, for t < o (5)

We will consider here the case of convective heating outside

the cylinder. At the boundary there will be an interface or transi-
tion layer in which the temperature is changing from Th to the actual
temperature of the specimen at the surface. We then obtain the fol-

lowing boundary conditions by equating the heat flowing through the

transition layer and the heat flowing through the outermost layer of

the specimen.

3T + T o at r a (6)
ar )

aT + T - O at z = X (7)

az x

-aT + h T - o at z = -2 (8)

az x

where A is conductivity of the specimen, and h = Xgas/6gas, the con-

ductivity of the gas (air) divided by the thickness of the gas (air)
film, is the coefficient of heat transfer due to the gas film only.

358



*WANG and BRYNJOLFSSON

Due to radiation at the surface, h actually would be equal
to Xgas/6gas plus some constant. Also, in the case of a meat sample
with casing, we have two transition layers instead of one at the sur-
face, the solid casing material and the gas film adhered onto it.
All these three factors can be combined into a single coefficient in
front of T in Eqs. (6), (7) and (8). Henceforth, h/A in Eqs. (6),
(7) and (8) will stand for this effective coefficient.

Eq. (4) with boundary conditions Eqs. (6) - (8), i.e., aT/ar
being proportional to T, can be solved with the usual technique of
the separation of variables.(1,2) The solution for the temperature
distribution in a finite cylinder, in our case, takes the following
form:

VJcX2 nrae t
T = Z I Aj,n • cos (XJz) " Jc(anr)'e - K  + n (9

jn

where Ajn are the coefficients of expansion and where xn - a • anare the roots of the following equation (Jo and Jl being Bessel func-
tions of order zero and one respectively),

Xn " J1 (n) h a Jo (n) (10)

and yj = Xi£ are the roots of

ht cos yj - yj sin yj - o (11)

We have deduced from the boundary conditions the coefficients
of expansion Aj,n in Eq. (9). After some lengthy calculation, AJ, n
are found to be

jn = _ __ 4 sin yj (12)

Xn ) + • Jl(xn) sin(2 yj) + 2 yj

The temperature T = T(r, 0, z, t) of the specimen is then

T - Th = 2 (Ti-Th) Y 1 1

i-i n-i Xn +-n) +3 J1 (xn)

Jo (a 0 4 sin yj . cos Xjz • e-K(X 2 + an2)t
sin(2 yj) + 2 yj
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where

v h . a effective conduction Nusselt Number,
X or Biot Number(3 ) (14)

and xn and Yi are roots of Eqs. (10) and (11).

3. CALCULATIONS OF THE TEMPERATURE DISTRIBUTION

The temperature distribution T(r, e, z, t) can be computed
for any point P(r, 8, z) inside the cylinder and any time t provided
the roots xn of Eq. (1) for a given v, and the roots Yi of Eq. (11)
for a given value of hW/X are known.

Our task then is to devise first some means to compute
rapidly these roots with any practical values of v and ht/X.

We have written computer programs which enable us to compute
the first 36 roots of Eqs. (10) and (11), for v = 0 to 5000 and

ht/X - 0 to 10,000, with rapid convergence.

Likewise, the double summation of Eq. (13) has been carried
out with the computer. This double summation in principle could be
carried out to as many terms as we wish, so long as the values of the
roots xn and y1 are available.

We have also used a temperature variable T, the "relative
excess temperature", which is independent of the actual initial and
heating temperature,

T - Th (15)

Ti- Th

It is seen from Eq. (13) that T is equal to twice the double
summation of that equation, and is independent of Ti and Th. Thus,
the actual temperature distributions T(r, 8, z, t), due to different
initial and heating temperatures, can be directly compared or derived
from one another.

The temperature distribution T(r, 0, z, t) in specimens dur-
ing heating and cooling has often been obtained by some approximations
for the heat diffusion equation or its solution. In the present paper
we deduced, on the other hand, the exacc analytical solution to the
heat diffusion equation for finite cylinders in convective heating.
The truncation of the two series in Eq. (13) to 36 terms in each of
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the summations results in a very accurate form, allowing T(r, 8, z, t)
to be calculated for any practical size finite cylinders and for

Nusselt (Biot) number extending from 0 to 5000. The method developed
should have great applicability in thermal engineering industry.

Tables I - II give the relative excess temperature T on the cross
sections at z/k = 0, and 0.6 respectively, at r/a = 0, 0.2, 0.4,--

1.0 and times t = 5, 10, 15,---240 minutes, for a specimen of radius
a = 5 cm, half-length Z = 2.5 cm, with K = 1.35 x 10- 3 cm 2 s-1 and

v = 6.0. Similar tables for T on the cross sections z/Z - 0.2, 0.4,

0.8, and 1.0, are available from the authors.

The last columns of these tables give the survival fraction

calculations of bacteria during sterilization to be discussed in
later sections.

Figs. la-lf are the computer plots of these tables.

4. CALCULATION OF BACTERIA SURVIVAL IN HEAT STERILIZATION

We now apply the above calculations of heat diffusion to
thermal killing of bacteria in finite cylindrical specimens. The

microbial kill is described quantitatively by the survival fraction
N/N O where N is the number of bacteria survived at time t and N is

the initial value of N. For a large class of microorganisms, NN o

during thermal sterilization at a iven constant temperature T follows
closely the following e,uation (1,) ,6):

Zn N = -C. [exp (-Ea'RT) ]  t (16)

No

where

E a = the Arrhenius activation energy in kcal-mol-1 for
inactivating a unit or a molecule that is essential
for the survival of a bacterium

R = the universal gas constant in J-mol-1

T = sterilization temperature in Kelvin

t = st-rilization time in s

C = a constanL
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In this case where T is constant, we obtain by differentia-
tion of Eq. (16), that the kill rate function (dN/dt)/N is the expon-
ential exp (-Ea/RT) , that is:

dN. I = -C-[exp(-Ea/RT) ] - -C'F(T(t), t) (7
dt N

In some experiments it is found that the semi-logarithmic
plot of the survival fraction has a "shoulder". This may be repre-
sented by the function

F(T(t),t) = 1 - [1-exp(-Ea/RT(t))]n (18)

which for n = I reduces to the form in Eq. (17), the frequently used
Arrhenius function:

F(T(t), t) = exp [-Ea/RT(t)] (19)

We now show that for the general case where the kill rate
function assumes a general form F(T(t), t), with the temperature T(t)
varying with time t, the survival fraction is given by the following
time integral:

t
gn _= -C f F(T(t), t) dt (20)No 0

From the emperical law Eq. (16) for constant T,

Zn E = -C - [exp(-Ea/RT)] T T (16)N
o

we obtain the following differential form in terms of the kill rate

dN -C - [exp(-Ea/Ri')] • N (21)dt

Now we generalize Eq. (21) to include the case where T varies
with t. By integrating Eq. (21) for this temperature varying case,
we have the following time integral for the logarithmic survival
fraction

t

Zn = -C f exp (-Ea/RT) dt (22)
No  o
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Next, we generalize Eqs. (21) for the general kill rate
function F(T(t), t),

N--= -c • F(T(t), t) - N (21a)
dt

the logarithmic survival fraction is then
t

log N = -C f F(T(t), t) dt (22a)
N o  o

which is Eq. (20).

5. CALCULATIONS OF BACTERIAL SURVIVAL EQUATION

We now put our function T(t) of Eq. (13) into the "bacterial
survival integral" of Eqs. (22) or (22a) to calculate the survival
fraction NIN O of the bacterium. In this paper, we carried out the
calculations for Cl. botulinum spores for which we assume the kill
rate function to be given by the exponential function exp(-Ea/RT)
rather than the general function F(T(t), t) which may represent any
empirical function or other theoretical function such as Eyring's.

The calculations for other microorganisms will be exactly
the same.

The integrand of Eq. (22) after substituting T from Eq. (13)
looks quite complicated. We have written computer programs to carry
out the computation. But, before we carry out the computation, the
two constants, which characterize the bacterium being considered, C
and Eq in Eqs. (16) and (22), have to be determined.

6. DETERMINATION OF Ea

We show in some details below the relationship between the
so-called z-value in the terminology used by the microbiologist, the
temperature T, and the Arrhenius activation energy Ea.

The reaction rate equation, Eq. (21a),

AN = -kN = -C. [exp(-E /RT)] • N (21)
dt a

means that the temperature dependence of k is through T in the expon-
ential function exp(-Ea/RT) only where Ea is a constant independent
of T. Otherwise, k will have to be expressed by the general function
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F(T(t), t). Thus, at temperatures T1 and T2 , we have

(dN -C [exp(-Ea/RTI)] N (23)

(-t)2 - -C. [exp(-Ea/RT2)] N (24)

From Eqs. (23) and (24),

(dN/dt) 1 [_ Ea T2 -TI

"exp T (25)
(dN/dt)2  R T1T2

Now if we choose the temperature T2 such that the rate of

inactivation is changed by a factor of 10 from that at TI, that is:

(dN/dt)1 - 10 (26)

(dN/dt)2

whence, using Eq. (25) it follows that:

Ea = (in 10)'R T1T2  _ (in 10)-R T1T2  (27)

T- T2  z

where, by definition, T, - T2 , the temperature change as specified,
is the z-value.

In case of Cl. botulinum spores, representative values for
z are in the range z - 10.4 + 0.80 at 121.1oC( 4). From Eq. (27), we
have then for Cl. botulinum spores,

Ea . (in 10) • 394.26 • 384.26 * 1.987 * 10- 3

10.4
(28)

- 66.6 + 5.4 kcal. mol - I

7. DETERMINATION OF THE CONSTANT C

For Cl. botulinum spores, we will use for 12D (i.e., reduc-
tion of the spore number to 10-12 of the initial number) the conser-
vative Fo-value of 3.5 min for non-acid and non-cured meats, which
means that heating at 121.1 0C for 17.5 sec. (= 3.5 x 60/12) reduces
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the number N by one order of magnitude. Thus, from Eq. (16), for
Cl. botulinum spores,

[C'exp(-Ea/RT)] " 17.5 = Ln 10

giving

c 2.3026 e 85.076
17.5

= 1.17 - 1036 s-1

Calculations are made rather simply with the computer of
Eq. (22) as a function of time. The last columns of Tables I and II
give the values of the survival fraction N/NO at the axis thus com-
puted. Fig. 2 is the plot of these "integral" survival curves for
Cl. botulinum spores at the center of the cross-sectional planes
z/t = 0, 0.4, 0.6, 0.8 and 1.0, of the cylinder with a = 5 cm, v - 6
and K - 1.35 x 10- 3 cm2s-1 . The heating and the initial temperatures
Th and Ti, are 121.1oC and 210C respectively.

It is seen from the survival curve for - o that in order

to reduce the survival fraction of Cl. botulinum spores to 10-12 of

the initial spore number, about 1-1/2 hours heating is needed for a
beef roll of radius = 5 cm and 5 cm long.
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THE EXTENSION OF [Hg,Cd]Te DETECTOR TECHNOLOGY
TO THE NEAR-MILLIMETER SPECTRAL REGION

*BRUCE A. WEBER, PhD, AND STANLEY M. KULPA, PhD

U.S. ARMY ELECTRONICS RESEARCH ANI) DEVELOPMENT COMMAND

HARRY DIAMOND LABORATORIES
ADELPHI, MD 20783

We report the development of the first hot-electron photo-

conductive detector using crystals of the alloy semiconductor mercury-
cadmium-telluride, [Hglx, Cdx]Te [1]. When the crystals were irradi-
al-_d with near-millimeter wave (NMMW) radiation, sensitivity was ob-
served throughout the 100 to 1000 GHz spectral region. These results
E:re significant because they suggest that the extensive [Hg,Cd]Te
technology base developed for FLIR systems may also be exploited for
the development of NMMW sensors. Such exploitation might lead to the
development of hybrid NMMI/IR sensors using only one detection element.

The need for semiconductors with a variable bandgap has led
to the study of various ternary compounds. Among these, [Itg,Cd]Te has
been developed for use in detectors [2] and lasers [3,4] in the 8 to
14 pm spectral region. Operation in the hot-electron photoconductive
mode extends the use of this material to the NMMW spectral region.
Applications include IR and NMMW heterodyne receivers for all-weather
surveillance and tracking systems, NMMW broadband video receivers for
spectroscopic studies of materials and atmospheric gases, and submilli-
meter heterodyne receivers for fusion plasma diagnostics.

BACKGROUND

When radiation is absorbed by a photoconductor, electronic
transitions are induced that produce a change in electrical conductiv-
ity. This process is distinguishable from bulk thermal effects that
raise the temperature of the semiconductor by the fact that the re-
sponse time of the photoconductive proce.;s is usunl lv much shorter than
that for the bulk thermal effects.
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Four types of electronic transitions can lead to photocon-

ductivitv. Figure 1 pictorially describes these processes. The upper
half shows the electronic transitions while the lower half shows the
corresponding spectral response. The four processes are intrinsic,
extrinsic, hot-electron (free carrier), and hopping.

/ /CONDUCTION BAND'X,

als -- "a .U IJ
FORBIDDEN GAP

VALENCE BAND\

INTRINSIC IMPURITY FREE CARRIERS
EXCITATION IONIZATION (A) (B)

IN THERMAL ABSORBING
EQUILIBRIUM RADIATION

LU

C. HOPPIN
c 2 INTRINSIC IMPURITY

100 101 102 10 10'

WAVELENGTH (mm) -

Fiure . The photoconductive detotor. Tnp

half shows electronic transitions.
Bottom haif shows spectral response.
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Intrinsic photoconductivity arises from electronic trans-

tions between the valence and conduction bands of the semiconductor.
Thus the concentration of both free electrons and holes is increased.

This process occurs when the photon energy is greater than the energy

difference between bands and thus has a long wavelength threshold

corresponding to the energy gap. FLIR (8 to 12 tim) system detectors
operate via the intrinsic absorption in [Hg,Cd]Te.

At longer wavelengths, impurities can be ionized to provide

increased concentrations of electrons or holes. The ionization energy

is smaller than the intrinsic energy gap, so that these transitions
can be represented as originating at localized states within the gap.
The threshold will be at a longer wavelength than the intrinsic

threshold, and only one type of free carrier will be produced. This
is impurity or extrinsic photoionization.

At still longer wavelengths, hot-electron photoconductivitv

due to radiation absorption by the free electrons is observed. At low
temperatures (Z4 K), the coupling of the electrons to the lattice is
much weaker than at room temperature. Thus the electron temperature,

which is the same as that of the lattice at room temperature, can be

very much different from that of the lattice at low temperatures.
This means that radiation absorbed by the electrons can raise the

electron temperature above that of the lattice. This increase in

electron temperature is observable by a change in the electron Mo-

bility and thus the photoconductivity. The process does not have a
long wavelength threshold. The absorption, which can he described
classically by Drude theory, varies as X2 for short wavelengths and
becomes constant for wavelengths longer than a characteristic electron-

electron interaction length. For NIMW operation the hot-electron mode

dominates.

The fourth type of photoconductivity, hopping, is due to

electronic tunneling transitions between impurity states. This long
wavelength effect is only observed at very low temperatures where
freeze-out of free electrons from the conduction band onto impurity
sites occurs, thus diminishing the free-electron absorption contrihu-

Lion. Under these conditions, a hopping movement of electrons from
donor site to donor site characterizes the observed photoconductivitv.
This tunneling of donor electrons is due to the small overlap of the
electron wave function with that of an adjacent donor s ite . Thus
activation into the conduction band is unnecessary.

Hot-electron photoconductivitV in the NMMIW spectral re ' ion
was first observed bv Put ley [ 5] us ing the setmicolld tor raSh.
Roll in [61 has shown that under constant current conditions t lie aibsorp-
tion is manifest by a change in the free carrier mobiy, ;,. Tt
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voltage responsivity, R, is given by

R = dV/dP = -(V/p)(di/dP),

where V is the voltage across the crystal and dlj/dP is the change in
free carrier mobility with incident radiant power, P. Using Kogan's
analysis [7] for R with the classical Drude theory of conductivity, it
is easy to show that

2 2 -1R = ( + w ,1

where a is the radiation frequency dependent absorption coefficient,
is the radiation frequency, and Ts is the electron scattering time.
Thus at long wavelengths where Ts << 1, R will be independent of
wavelength, and for short wavelengths were WT s >> 1, R will vary as 2

EXPERIMENT

Experiments were performed with n-type [Hg,CdlTe crystals
obtained from Cominco American. They were specified to have the IR
absorption edge at a wavelength long enough to permit good ahsorption
of CO2 laser radiation (9 to 11 jim). In addition, the carrier conc-n-
tration and mobility were selected so as to achieve favorable NM10<

detectivity. To date, several samples have operated in the hot-eiC('-

tron photoconductive mode.

Figure 2 is a schematic diagram of the experimental config-

uration. The [Hgl X , Cdx]Te sample used was single crystal n-type
with a CdTe mole fraction x of 0.215 (Xg = 13 im at 4 K). M>lasure-
ments at 77 K indicated a carrier concentration of 7.8 x 1l cm- and
a mobility of 1.2 x 105 cm2/V's. The 6 x 6 x 0.5 mm sample was etch-
polished on the 6 x 6 mm faces, and ohmic contacts were applied to
two opposite 6 x 0.5 mm faces by using a high purity indium solder.
The detector element was placed in a liquid helium cryostat at the end
of a 10 mm diameter, 100 cm long, gold-coated waveguide. A filter
was used to attenuate radiation of wavelengths less than 100 ..m. The
filter consisted of a 2 mm thick clear polyethylene window held at
300 K, a 0.14 mm thick black polyethylene window, and a '-cut I immn
thick crystalline quartz window held at 4 K. Radiation entered the
circular waveguide from various sources including a 4.3 mm wavelcnath
IMPATT diode, a 2.5 mm wavelength klystron, and optically pumpe.d laser
sources at 1.2 mm (C 1 3H3 F), 0.496 mm (C 1 2 H 3 F), 0.206 mm (CD3F), ,!

0.119 mm (CH 3OH). This radiation was simultaneously monitored with .i

planar GaAs Schottky barrier diode (SBD) detector and a Scicitcch
calorimeter. The SBD detector was used to monitor signal amplit.udc
variations, while the Scientech calorimeter was used to mCas1lri t Y,'
power entering the [ig,Cd]Te detector waveguide. losseS due to trnw-
mission through the waveguide and filters werc accounted or 1, 1
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separate measurements.

PLANAR GaAs OSCILLOSCOPE
SCHOTTKY DIODE

NMMWCLA
SOURCE OYFHLN

SCIENTECH
CALORIMETER

CRYOSTAT FLE

QUARTZ FILTER
CRYSTAL

Figure 2. 1 xoe r imew.01 Coogiigrait ioni

The sens it ivi ty of the detect or asmea'sured bv us i r I PAR
HR-8 lock-in amplifier wi th an effect ieu handwi dth of 3 Hiz. No othcr
signal amplification was used for the me,-ircments. The teriporail
response of the detector was measured b)-, pulsing the 2.5 mm wavecctii t
klystron.

RESULTS

Figure 3 shows- thle re ati ye d-tec t or res pons-e ( A.m
versus crystal bias current, fl,, fv ru diler-it iIn cut rd.
powers. The three curves yield, iii orde'r ol inlcreasing , po\cr r
sivities of 2.5, ] .3, and 0.) \'/l. Fo docresu ; in u luii:
about a factor of 3 is hc Iivcd to he' doti to itrtioA
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separate measurements.

PLANAR BiAs OSCILLOSCOPE
SCHOTTKY DIODE

NMMW CLEAR
NMMW POLYETHYLENEf

SOURCE FILTER LOC.,I CHART

SWAVEGUIDE

SCIENTECH CRYSTAL
CALORIMETER BIAS

SUPPLY

BLACK POLYETHYLENE

CRYOSTATLIUI HELUMQUARTZ 
FILTER

CRYSTAL

Figure 2. Experimental Configuration

The sensitivity of the detector was measured by using a PAR
HR-8 lock-in amplifier with an effective bandwidth of 3 Hz. No other
signal amplification was used for the measurements. The temporal
response of the detector was measured by pulsing the 2.5 mm wavelength
klystron.

RESULTS

Figure 3 shows the relative detector response (X = 2.5 mm)
versus crystal bias current, IB, for three different incident radiant
powers. The three curves yield, in order of increasing power, respon-
sivities of 2.5, 1.3, and 0.9 V/W. The decrease in responsivity by
about a factor of 3 is believed to be due to saturation effects.
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Figure 3. Relative [Hg,Cd]Te detector response

at X - 2.5 mm.

Figure 4 shows the detector spectral responsivity obtained
with incident source power averaging approximately 200 VW. A peak
responsivity of about 2.5 V/W is observed for wavelengths longer than
I mm. For shorter wavelengths, the responsivity decreases approxi-
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mately as X2 , in accordance with the Drude theory. Since the respon-
sivity is proportional to the conductivity, a, the electron scattering
time, rs, can be calculated from

R - R /(1 + W2T2).
max

From figure 4. R = Rmax/2 when X = 370 Pm, thus yielding
T S = 2 x 10-13s. A calculation using data from Long [81 and
Ts = m*u/e, where m* is the electron effective mass and U is the mo-
bility, yields TS = 5 x 10-13 s.

101

101

I.

F .T 4P

Figure 4. sh [ hed]etectr r sponse 25 m a

function of the pulse duration. Studies were made with pulse durations
varying between 0.1 and 10 Ps and rise times of approximately 20 ns.
The high speed response rolloff yields an excess carrier lifetime of
approximately 300 ns.
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Figure 5. [Hg,Cd]Te temporal response

at X = 2.5 mm.

Figure 6 shows a comparison of the response of a planar GaAs
Schottky barrier detector, a Scientech calorimeter, and the hot-
electron [Hg,Cd]Te detector to the attenuation of the output of a
2.5 mm wavelength klystron. For an attenuation of up to 30 dBm, the
[Hg,Cd]Te detector maintained a nearly linear response.
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Figure 6. Comparative response of [Hg,Cd]Te detector
with Scientech calorimeter and planar GaAs
Schottky barrier diode detector.

Operation at 2.5 mm wavelength with optimum system para-
meters yields a noise equivalent power, NEP, of 2 x 10-10 W/ z. A
comparative study with a sample of InSb in our dewar in place of the
[Hg,Cd]Te crystal yielded an NEP of approximately 1 x 10-10 W/Az.

Our reported sensitivity for InSb is nearly a factor of 50
lower than that reported by Kinch and Rollin [9]. This difference is,
at least in part, due to a loss in the coupling of the radiation to
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the crystal and possibly to differences in crystal parameters (mo-
bility and carrier concentration). Thus it is expected that refine-
ments of coupling geometry and crystal parameters will yield similar
improvements in the sensitivity for the [Hg,Cd]Te detector.

SUMMARY

We have observed hot-electron photoconductive detection of
NMMW radiation in mercury-cadmium-telluride. Sensitivity is compara-
ble to InSb throughout the NMMW spectral region. The sensitivity
rolloff for [Hg,Cd]Te occurs at approximately 600 GHz (0.5 mm) as
compared to 300 GHz (1 mm) for InSb, thus extending the useful range
of these detectors to considerably shorter wavelengths. It is
anticipated that NMMW applications for [Hg,Cd]Te will further the
already extensive use of this ternary semiconductor in Army military
systems.
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Introduction

Current military threat analyses indicate a likelihood that
prior to future conflicts there will be an extremely limited period
for pre-deployment preparation and, furthermore, that following
deployment, replacements will be moved to the combat zone as rapidly
as possible (i.e., a "come-as-you-are"~ war). Such analyses have led
to U.S. military contingency plans which call for large scale troop
deployment by air. The capability to transport and deploy large
military forces over long distances by air, although a relatively
recent technological achievement, has significantly influenced both
international political philosophies and military strategies. Care-
ful consideration has been accorded the aircrews that operate the
now conventional super transport aircraft. However, it is
essential that equal consideration be given our ultimate weapon, the
individual soldier.

Soldiers traditionally have proven to be flexible, well-
motivated, and capable of great personal and group ingenuity and
adaptation in the face of a diverse variety of stresses. Such char-
acteristics have made for fighting forces able to go almost anywhere,
at any time, by any means, and remain operationally effective.

Certain human parameters of personal adjustment and adaptation
are, nevertheless, relatively slow and inflexible. Among these are
requirements for nourishment, rest, exercise, warmth, shelter, periods
of quiet, and physical and psychological support. Man does not adapt
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immediately to sudden environmental changes, e.g., sea level to high
altitude, equatorial to arctic, etc. The human response to such
environmental alterations or deprivations, until accommodation occurs,
covers a wide physiological and psychological range. These responses
are to some extent understood and predictable. Irrespective of the
mechanism(s) involved and whether the traveler is a soldier or civil-
ian, the ultimate result seems to be a generalized reduction in the
efficiency of the individual, particularly in mental and cognitive V
functions. From a military perspective, any advantages provided by
advanced battlefield command and control/intelligence systems could
be nullified by a stress which rendered data comprehension or decision
making more difficult, or which can lead to malaise, fatigue, and a
loss of physical ability or endurance in the individual soldier.

Rapid aerial deployment would necessarily entail not only the
temporary desynchronization of normal circadian rhythms and geographic
disorientation as in the case of a transatlantic deployment, but also
a loss of sleep, possible food deprivation and dehydration, and ex-
posure to aircraft noise and vibration (1). It is commonly believed
that the symptomatology associated with jet-lag is sufficiently dis-
ruptive to interfere with the ability of athletes to perform maxi-
mally in a competitive event (2). Furthermore, it has been suggested
that the effects of rapid translocation are likely different, and
possibly more pronounced, in soldiers flying in troop configured
transport aircraft than in business persons traveling commercially
(1, 3). It is therefore not surprising that during deployment train-
ing exercises such as "Reforger", commanders have observed a general
malaise and reduced performance of troops upon arrival in Germany.

In July 1977, the Commander in Chief of US Army Europe re-
quested information on whether and, if so, to what extent, the effects
of rapid transatlantic deployment would impair the health and opera-
tional effectiveness of troops. Information could be provided only
on mental and cognitive functions which have been studied in commer-
cial travelers and aircrew personnel (4-11). However, since no data
were available on physical work performance capacities, the assistance
of the Army Surgeon General was requested to define the scope and
determine possible remedies for this critical combat readiness problem.
Consequently, this laboratory was tasked to study the effects of
translocation (jet-lag) on the ability of infantry soldiers to perform
heavy physical work.

Methodology

Subjects for this investigation consisted of soldiers from
rifle and headquarters companies of the 5th Battalion, 7th Brigade,
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1st Cavalry Division that were being permanently transferred from
Ft. Hood, TX to West Germany. Ninety-four of the 97 soldiers who
were present for the informed consent briefing volunteered for the
study. Thirteen subjects were excluded from the study as a result of
a medical examination, leaving 81 as the starting sample. These 81
subjects were then randomly assigned to three groups for the purposes
of testing. In general terms, ninety percent held ranks between E-3
and E-5 with the majority having less than 5 years time in service.
Seventy percent were assigned to MOSs liB or 11C, infantryman. Thir-
teen percent were medics, 91B. The sample was representative of the
Army wide enlisted population in age, height, weight and race (12).

The study employed a pre-post deployment test design. Subjects
underwent five days of testing one week prior to deployment and again
during the first 5 days after their arrival in Germany. The subjects
departed Ft. Hood on a DC-8 chartered commercial air craft at 0200 hrs
and arrived in Nuremberg at 2245 local Nuremberg time. With inter-
mediate stops in Philadelphia (1 hr) and Shannon, Ireland, (1/2 hr),
total in-transit time was 14-3/4 hours, over 6 time zones. From
Nuremberg, the subjects were moved by commercial bus to the test site,
Wildflecken Training Center, arriving there at 0115 hrs local time.

They were billeted by 0300 hrs, awakened at 0600 hrs, and reported
for testing at 0730 hrs, allowing for 8-3/4 hrs between flight touch-
down and commencement of testing.

Since the ability to carry out physically demanding tasks is
dependent upon motivation as well as the various physiological capa-
cities, this study was designed to examine both the physiological
(strength, anaerobic and aerobic) as well as behavioral aspects and
their integrated effects on task performance. Subjects were adminis-
tered behavioral (symptoms) questionnaires (13) twice daily but were
tested in only one fitness component each day as follows:

1 2 3 4 5

Group

Red A P S A P

Green P S A P S

Yellow S A P S A

A - aerobic power testing section
S = muscle strength testing section

P - task performance testing section
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Aerobic power was determined by the most direct means -the

determination of maximal oxygen uptake during uphill treadmill running,
following the procedure of Mitchell et al. (14). In order to assess
possible changes in the subject.'s own perception of his effort against
actual work intensity, ratings of perceived exertion were recorded
after each run using the Borg scale (15).

This is a psychophysical scale that is numbered from 6 to 20,
with the uneven numbers anchored with descriptive terms, i.e., 9-very
light, 13-somewhat hard, etc. Subjects were told to combine all sen-
sations and feelings of physical stress, effort and fatigue and to
thus concentrate on their total feeling or exertion.

Isometric strength of three muscle groups was measured with a
device designed in our laboratory (16) and similar to that developed
by Hermansen (17). The three muscle groups tested were: (a) the
upper body (arm and shoulder), (b) legs and (c) back (trunk). Three
contractions of each muscle group were performed, each 3-4 seconds.
The force was registered on a spring-loaded force transducer connected
to a bar against which the subject exerted force. In all cases the
subject was instructed and encouraged to exert as much force as
possible.

Dynamic muscular strength and endurance of two muscle groups,
the arm flexors and knee extensors, were determined utilizing iso-
kinetic (constant velocity) measuring equipment (Cybex II dynamometer,
Lumex Corp., Cybex Div., Bay Shore, NY). The isokinetic device allows
the subject to exert a maximal voluntary contraction at a constant
velocity and thus allows the production and quantification of maximal
force (torque) throughout the range of motion (18). Dynamic strength
was assessed with two individual contractions for each muscle group
at each of two contractile velocities, 36 and 180 degrees per second.
Muscle endurance was quantified from a 60 second bout of repeated
maximal contractions at 180 degrees per second.

In order to insure the successful execution of combat duties
under any and all conditions, soldiers should be capable of perform-
ing the basic tasks of running, climbing, and carrying. A field task
performance battery was therefore developed from events which reflect
ability in basic military physical skills such as those which are
essential both to personal safety and to effective combat operations.
The tests selected were as follows: 6 meter rope climb; 110 m f ire-
man carry of another soldier of similar body weight; 270 meter
sprint; and a 2.8 km run. The performance criterion in each case
was time.
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The data were analyzed by means of one-way analysis of variance
for repeated measures. The level of significance,selected was p <0.05.

Results

The subjective symptomatology survey indicated that there was
a significant increase in symptom reporting after arriving in Germany
(Figure 1). Of these symptoms those which disappeared or were signi-
ficantly diminished by the 5th day included: headache, light headed-
ness, dry mouth, sore throat, blocked nose, trouble sleeping and tense
and aching muscles. While the symptoms of running nose, tiredness,
sleepiness and irritability were still high on day 5, none were sta-
tistically higher than baseline day 1 in Texas.

TUM

70

6o

50
C, 30

20 1 1~
10

1 2 3 4 5 S 7 8 0 10 1 13 14 15 16 17 18 19

SYM"OM RANK ORDER

Figure 1. Rank order of symptoms based on percent
reported during the five days in Germany.
Number 1 through 6 and 9 through 12, were
significantly higher (p <.05) following
deployment.
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A rough indicator of the importance of these symptoms was thenumber or percentage of individuals affected in Germany. Over 50%
of the 45 men on whom complete data were collected reported problemswith fatigue and trouble sleeping, more than 40% reported weakness
and more than 30% reported problems with nasal congestion, aching
muscles and irritability. Slightly more than 20% reported having
headaches, light headedness, dry mouth and feeling bored. Approxi-
mately 10% reported having cold hands and feeling chilly. Less than10% reported diarrhea and feeling worried. Since the sample is biasedtoward those who felt motivated and well enough to complete all ques-
tionnaires, the above results are, at best, underestimates of the true
incidence of these symptoms (Figure 2).

C:3 ILLNESS
INJURY
ASSENT - NO REASON

S DROPPED (CUMULATIVE)

z-20

C-
a
1 15

C' U

3 4 5 
j DAYS 1 2 3 4

TEAM GERMAN

Figure 2. Percent of sample (n 81) not
completing tests each day.

The results of the treadmill aerobic performance tests included
evaluation of heart rate, ventilation, oxygen consumed, and relative
perceived exertion at both submaximal and maximal workloads. Despite
the symptomatology reported, no significant differences were noted
in any of these parameters including perceived exertions with the
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exception of a 5% increase in submaximal V02 in one group on the
third day in Germany (Table 1).

Table 1. Aerobic Capacity Measures, Mean Values.

Texas Germany

1. Heart Rate (Beats/min)

a. Submaximal* 165 164
b. Maximal 193 194

2. V (1/min, BTPS)
E
a. Submaximal* 73 75

b. Maximal 130 132

3. V02 (ml/kg/min)

a. Submaximal* 33.8 34.2
b. Maximal 47.0 47.9

4. RPE

a. Submaximal* 11.1 9.6
b. Maximal 16.0 15.7

*Submaximal refers to values recorded during the sixth minute of a

run at 6 mph on a zero percent grade.

Changes in isometric strength following translocation were
generally small, inconsistent and statistically insignificant (Figure
3). Dynamic arm strength was lower in every case following trans-
location (Figure 4). The percentage differences for test days one
through five at a velocity of 360 /sec were 12.2, 4.0, 1.0, 3.2 and
7.8, respectively. The comparable differences at 1800/sec were 19.7,
5.7, 11.6, 11.3 and 6.0 percent. No strength scores recorded in Texas
for a given group were statistically different from one another, nor
were those recorded in Germany different from one another. If scores
from each location for each group are combined to provide a single
strength value for comparison, strength is found to be reduced sig-
nificantly at both contractile velocities for all groups except the
red group at the slower speed. For analysis of dynamic arm endurance,
values of all groups were combined into single pre- and post-translo-
cation scores (Figure 5). Analysis of variance indicated significant
reductions in peak torque (x:16.9%) for all contractions up through
and including the thirty-third. Translocation thus appeared to have
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Figure 3. Isometric strength of legs, upper

torso, and trunk extensor muscles

(upper, middle and lower lines,
respectively). T:Pre-deployment

(Texas) values; G:Post-deployment

(Germany) values.

a detrimental effect on dynamic strength and endurance of the elbow

flexor muscles.

Dynamic leg strength scores are depicted in Figure 6. For
the yellow group a higher strength score was obtained in test period

1 than test periods 2, 3 and 4 at both velocities. There were no

other significant differences within this group. For the green group

at 360/sec the only significant difference was between the two test

periods in Texas. For the green group at 1800 /sec leg strength de-

clined significantly from the first test period to the second (in

Texas), but by the time of testing in Germany, values had risen signi-
ficantly to equal those obtained in the first period. The red group
demonstrated significantly higher strength in Germany than in Texas.
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Figure 4. Peak strength (torque) exerted by
elbow flexors at 36 (top) and 180
(bottom line) degrees per second.
T:Texas; G:Germany.

At both velocities a steady decline in dynamic leg strength
is seen from nest day 1 to test day 3. The mean scores for the
yellow group (strength tested on day 1 in both locations) are approxi-
mately the same as for a large sample of subjects from the 2d Infantry
Division tested on the same apparatus (19). By the second day the
green group shows a considerable and significant decline in strength
when compared to the yellow group. This is especially surprising
since the two groups are approximately equal on the other strength
parameters. Strength values of the red group, tested on the third
day, are below those of the green group. On most of the other strength
parameters the red group demonstrated higher values than the other two
groups. On day 4, the yellow group shows a further decline over their
previous score as does the green group on day 5.

This pattern of declining scores suggests a fatigue effect
due to the intense and repetitive pattern of testing. Both the
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aerobic power and field performance tests primarily stressed the
lower body and the relatively short recovery times (24 hrs) allowed
between test sessions may have adversely affected the dynamic leg
strength scores. This hypothesis is partially substantiated by the
subjects' evaluations of "muscle aches" on the symptoms questionnaire.
At Ft. Hood on day 1 only 13.3% of the individuals in the green group
reported "muscle acbes" (15). But on day 2 following field perform-
ance and just prior to muscle strength testing, 46.7% of these sub-
jects reported aches. 57.1% of the red group reported muscle aches
on day 3 following treadmill and performance testing. In yellow and
green groups, 53.3% and 46.7% of the subjects reported aches on days
4 and 5, respectively, following the field performance testing. It

thus appears that the dynamic leg strength scores were to some extent
confounded by the fatigue of repetitive testing. That is, the fatiqu-

ing effects of hard physical work outweigh or at least mask any
effects of translocation on laboratory measures of muscle strength.
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T T T T B T a

Figure 6. Peak strength (torque) exerted by
knee extensors at 36 (top) and 180
(bottom line) degrees per second.

T:Texas; G:Germany.

The pattern of scores for dynamic leg endurance mirrors the
results of the dynamic leg strength data. The yellow group shows the
least endurance decrement on all contractions in test period 1 in
Texas. The green group exhibits a larger decrement than the yellow
group in their initial test while the red group decrement was even
more marked than the other two groups on test 1. Further performance
depressions were seen on test 2 in Texas for the yellow and green
groups. As with dynamic leg strength, it is likely that fatigue from
the field performance and treadmill tests influenced the dynamic leg
endurance measures.

Performance on the four selected military physical tasks is
illustrated in Figure 7. No decrements were observed in the rope
climbs (testing overall upper body strength and coordination), man-
lift and carry (back and leg strength, anaerobic capacity and coordin-
ation), or 2.8 km run (cardiorespiratory function).
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M0 ___ft-

Figure 7. Performance times in military physical
tasks, top to bottom: 2.8 km run (top),
270 m rush, 110 m fireman carry, and
6 m rope climb (bottom).

The 270 m rush was included to assess leg muscle power, anaerobic
capacity and overall body coordination. Scores on this test were
variable but not statistically different within or among groups over
the five days of testing at Ft. Hood. Following arrival in Germany
however, average performance times increased in all groups. Perform-
ance decrements were recorded for 49 of the total of 52 soldiers
tested on the first three days in Germany. Analysis of the times of
each test group indicated that while neither the green nor the yellow
group experienced a statistically significant reduction in performance
following translocation, the red group completed the sprint on the
second day in Germany at a significantly slower pace than in Texas.
Two basic interpretations of this finding may be offered. One is the
possibility that the decrement resulted from an impairment or altera-
tion in some physiological function or process that influences anaero-
bic power capacity. A second interpretation is that the jet-lag (or
jet-lag plus testing) effects were on psychological parameters which,
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in the case of one group, experted a significant negative influence on
the motivation to perform work.

Discussion and Conclusions

Behavioral responses commonly reported for transatlantic travel
were observed and confirmed in a majority of the subjects in this
study: tiredness, sleepiness, weakness, headache and irritability.
While most symptoms had disappeared or significantly diminished by the
fifth day in Germany - tiredness, sleepiness and irritability still
persisted at that time.

While static (isometric) strength of upper body, legs and trunk
was unchanged, dynamic strength of anms was reduced after arrival in
Germany in two out of three groups at the slow contraction speed and
in all groups at the fast velocity. Dynamic leg strength appeared to
be less affected by translocation than by the fatigue of repetitive
testing. Measures of both arm and leg muscular endurance (anaerobic
power) declined significantly after arrival in Germany. The finding
was generally consistent in all test groups, although fatigue from
other testing may again have confounded t:-e leg endurance findings.
Aerobic power was completely unaffected by translocation. Oxygen
transport capacity and aerobic muscle metabolism for sustained whole
body activity appears to be unaffected by the conditions experienced
in this study.

Performance of military physical field tasks (rope climp, rush,
lift and carry and run), which should reflect the culmination of both
psychological and physiological affects on work ability, was essen-
tially unaffected by translocation. Only one group exhibited an iso-
lated significant decrement in one event (rush). Thus, the work task
performance suggested that, if present, psychological and physiologi-
cal alterations were not of sufficient magnitude to alter work per-
formance during the five days following translocation as assessed in
this study.

It is somewhat perplexing that decrements were found in muscu-
lar strength and endurance capacity without concomitant changes in
task performance. Assuming that our measures of capacity in fact
tested the same muscle groups that were employed in the task perform-
ance, one can only conclude that the tasks were either not performed
to the point of taxing the maximal capacity of the physiological sys-
tems, or were inappropriate tasks for maximally taxing the physiologi-
cal systems. If we can assume that the tasks selected sufficiently
represent work performance required by the combat soldier, then we can
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only conclude that physiological capacity changes are not of suffi-
cient magnitude to affect performance from a practical standpoint.

It is impossible to resolve from the present study whether
these observed alterations in muscular strength are due to the general
stress resulting from translocation or due to one single component,

such as biorhythm disruption or sleep loss. The stress of noise,
vibration and fear often included in the description of translocation
can be ruled out in this study since the movement was made in commer-

cial aircraft, by troops who for the most part previously deployed to

Germany and were adequately prepared for this permanent change of

station. Despite the comforts of commercial aircraft, sleep depriva-

tion was nevertheless a prominent finding upon arrival in Germany and

evident during the first days of testing. Halloway (3) has suggested
that sleep loss is likely a more dominant stress than the rhythm dis-
ruption. No studies have been found which have examined the effects

of sleep deprivation per se on muscle strength and endurance. Such
a study appears indicated. Aerobic power during sleep deprivation
has been studied in this laboratory (Gleser and Vogel, unpublished)

without any discernable effects.

In summary, the results of the study suggest that despite the

behavioral and isolated physiological changes, no significant decre-

ment in work task performance could be documented with transatlantic

deployment. It can be concluded that any decrements in willingness

to work or physiological capacity were insufficient to become apparent
in gross work ability as measured in this study.
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PENETRATION WITH LONG RODS: A THEORETICAL FRAMEWORK
AND COMPARISON WITH INSTRUMENTED IMPACTS (U)

THOMAS W. WRIGHT, PhD
USA ARRADCOM, BALLISTIC RESEARCH LABORATORY
ABERDEEN PROVING GROUND, MARYLAND 21005

I. Introduction.

The eroding rod model for deep penetration(l,2) is attrac-
tive because of its simplicity and its ability to make qualitative
predictions that appear to be useful for parametric studies. Never-
theless, it contains several obvious flaws. Chief among these is the
use of the modified Bernoulli equation and of the oversimplified
rigid/perfectly plastic material model, which is implied by that
equation. A critical review of the model as it presently exists is
presented in the next section.

In spite of its shortcomings the eroding rod model appears
to be a good starting place for an experimental investigation of
penetration, which in turn should lead to a more complete model. In
the third section of this paper the theoretical framework for an
experimental program is described. The theory of one dimensional wave
propagation is used to show bow data from instrumented long rods and
targets may be fitted together to give a coherent picture of the time
sequence of events during penetration. Data for one impact condition
is then compared within the theoretical framework. In the final
section the results to date are discussed.

II. Review of the Eroding Rod Model.

The eroding rod model(l,2) for deep penetration by long rods
is based on three simple ideas. First, a long rod penetrator may be
considered to be rigid and undeforming, except where it is in contact
with the target. There the material erodes and flows at a constant
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characteristic stress. Second, there is a constant characteristic
flow stress in the target. Third, a modified Bernoulli equation holds,
which includes the characteristic rod and target stresses. The rod
stress, of course, acts to decelerate the intact rear end of the rod.
The situation is shown in Fig. 1. The equations expressing these ideas
are as follows(2).

Balance of Mass: = - u

Balance of Momentum: Pp = - E (1)

2 .2Modified Bernoulli: E + p (U-) T + p 2p.

= stress at rod/target interface

Here t is the instantaneous
length of intact rod and u is its
instantaneous speed. The depth

7P P1  of penetration is p and the rate
,, T,| of penetration is . The densi-

/// ties of rod and target respec
tively are pp and Pt" The char-

Figure 1. Long Rod Penetrating 
ttel c a re are car-

acteristic stresses are and T
a Target in the rod and target.

Equation (1)3 is solved for f and substituted in (1) This

procedure gives three ordinary differential equations for e, p, and u,
which are to be solved simultaneously. The integration is not quite
straight forward, however, because there are simple physical con-
straints on f, namely

0 u. (2)

The lower limit is reoulred since penetration can only open a hole in
the target, never close one. The upper limit is required since it is
assumed that penetrator and target are always in contact, but siiice
the penetrator cannot increase in length, j 5 0 in (1)I .

Now consider the two limiting cases in turn as was done by
Tate(2). When P = 0, there is no further penetration and no further
flow of target material, so the stress in the target must be less
than T. If the penetrator is still flowing, then the target stress at
the interface from (1)3 is given by

= E + p u 2 T (3)
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Clearly this can only occur if

T > E

and
u 11 [2(T-E)/pp] (4)

Similarly, if = u, then t = 0, there is no further flow of rod mater-
ial, and, therefore, the stress in the rod must be less than E. If the
target material is still flowing, from (1)3 the rod stress at the
interface is given by

o= T+ t E2  (5)

This can only happen if T < E :
and (6)

u <[2(E-T)/Pt]

It must be concluded that the
T material model implicit in the

I T use of the modified Bernoulli
equation is the highly idealized
case of the rigid/perfectly plas-
tic solid for both penetrator
and target as shown in Fig. 2.

Figure 2. Rigid/Perfectly Plastic Equations (1) must be
Material replaced by the following set of

equations, which satisfy the
restrictions outlined above.

Zp -u

- (T + Pu 2)/p p, if (6) holds
t p

- = /p t, in all other cases
p

0, if (4) holds (7)

_ku, if (6) holds
u1 u -2 L (1-

z t  p t P p

P
P in all other cases.
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These equations are sin-
14[- ple enough to be solved

I7 on a programmable hand

I > T calculator. Typical

integrations of (7) giv-
to ing depth of penetration

as a function of impact

- speed in non-dimensional
Pp P T form are shown in Fig. 3.

The results appear to be
06 qualitatively correct,

especially the character-

istic S-curve for the

case T>E, as shown by the

02 experimental results of
Stilp and Hohler(3) and
Tate(4). Equations (7)

0 2 4 6 8 therefore, have consider-
/, ,able intuitive appeal,

Figure 3. Penetration as a Function of combining as they do
Impact Speed. simplicity with qualita-

tive accuracy, but they

are difficult to use quantitatively because values for the character-
istic stresses E and T are not readily available a priori. The usual
procedure has been to choose the stresses so as to fit an experimental

S-curve, and then to consider them as material constants. Due to the
approximations inherent in the model, this procedure is unlikely to be
satisfactory. The difficulties are threefold.

The first problem is in the origin of the modified Bernoulli
equation itself. In the theory of perfect, incompressible fluids, the

Bernoulli equation is obtained in steady flow by integration along a

streamline. This gives
2

P + Pv = constant (8)

where P is pressure. Then by applying the result at a stagnation
point and on the stagnation streamline far from the stagnation point
in both penetrator and target, and by appealing to the idea of conti-
nuity of forces at the stagnation point, the Bernoulli equation as

applied to jet interaction is derived(5).

p v  = 0 t w2 (9)

The speeds v and w are measured with respect to the stagnation point.
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Now apply the same ideas to the steady motion of a rigid/
perfectly plastic solid. With the z-axis and centerline of the rod
coinciding in Fig. 1, the z-component of the momentum equation may be
written

t + t + t =P (U +Uu +u u +uu
zz,z zyy zxx z't x z,x y z,y z Z,Z

On the centerline u = u = 0 by symmetry, and for steady motionx y

= 0. Shear stresses also vanish on the centerline, but not their

derivatives, so integration between points a and b yields

tzz(b) - t zz(a) =f(tzy'y + tzx'x) dz (10)

= P[u2(b) - u2(a

Equation (10) is similar to (8) with the important difference of the
remaining integral. If equation (10) is to apply to the rod, point b
could be fixed in the rod/target interface, and point a could be
located at the rigid plastic boundary. The exact location of that
boundary is unknown, but within the terms of the material model the
stress there must be the constant flow stress, t = -E, and the

zz
particle speed as it enters the region of steady flow must be the
speed of the rigid rear end relative to the interface, u-p. Similar
considerations must apply to the target with the z-component of stress
at the rigid/plastic boundary being t = -T and the particle speedzz

relative to the interface being j. Since stress must be continuous at
the interface and since the stagnation velocities are zero, the modi-
fied Bernoulli equation should read

~+ h (u-) 2 + I+ p P

=T + Pt P2 + I ()

bwhere I= (t + t dz

Thus, even within the limitations of the assumptions of a rigii/plas-
tic material and steady flow, the modified Bernoulli equatiou cannot
be strictly true.

The second problem concerns the validity of those assump-
tions; namely steady flow and a rigid/plastic material. Taken
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overall, kinetic energy penetration is clearly an unsteady process,
especially in the initiation and final stopping or breakout stages,
but there may be parts of the process, localized in both space and
time, that are nearly steady, as for example, a local interaction

region near the penetrator/target interface
during the intermediate stages of penetra-
tion. In such a domain equation (11)

----- -Ishould be valid, but even then there is no
clear way to -ake an accurate estimate of
the characteristic stresses. The stress/

strain curve of most real materials is not
well approximated by the rigid/plastic
assumption because of work hardening. For
example, a typical curve is shown in Fig.
4. Because the failure processes are
unknown there is no way a priori to choose
the characteristic or average stress Z

4 either on the basis of energy equivalence

Figure 4. Stress Strain or maximum stress or any other way. In
Curve with Work Hardening the target the situation is even more
and Rigid/Plastic Approx- muddled. For the rod it has been tacitly
imation. assumed that the state of stress is nearly

uniaxial, but in the target the stress
will be triaxial with a substantial, but unknown spherical component.
The matrix of components on the centerline may be represented by

T1 0 0 P 0 0 -S 0 0

0 T2 0 0 P 0 + 0 S 0 (12)

0 C T3  0 0 P 0 0 S

The first matrix on the right contains the pressure and the second
contains the deviatoric components, which are related to the instanta-
neous flow stress, F, in the usual theory of plasticity(6) by

2
S I(13)

The target resistance stress T is given by

2
T -TI=P + F (14)
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Because of work hardening and unknown failure processes, the target
flow stress is as ill defined as the rod stress, but in addition there
is an unknown hydrostatic pressure, which may vary greatly during
sequential stages of penetration. A final consequence of real, non-
rigid material behavior is that there will be considerable plastic
deformation at some distance from the quasi-steady interaction zone.
In the rod this has the effect of slowing material down (relative to
the rear end) before it reaches that zone so that the speed u to be
used in (11) or (1) 3 is less than the speed of the rear end. How much

less depends on the rate of work hardening. In the target, plastic
deformation has the effect of increasing the spatial rate of penetra-
tion: that is to say, since real target materials can move ahead of the
penetrator, the interface between penetrator and target will move far-
ther in space than it would if the target were rigid in non-plastic
regions. Furthermore, inertia will tend to increase the crater size
even after the active driving forces have ceased.

The third problem is that the stress tending to decelerate
the rod in (1) 2 is an average stress over the whole cross section,

whereas the stress that enters into the modified Bernoulli equation
is the local stress on the centerline. These may be somewhat differ-
ent from each other.

In summary, then, It has been shown that:

(1) The modified Bernoulli equation cannot hold rigorously
because of shear stress gradients in solids;

(2) The deformation processes are steady at most in a
limited domain, but even then it is not possible to choose the char-
acteristic stresses E and T a priori because of work hardening and
unknown failure processes. Furthermore, plastic deformation will
extend well outside the quasi-steady zone; and

(3) The local centerline stress is unequal to the average
cross sectional stress.

For these reasons the eroding rod model is difficult to use
quantitatively and gives only limited insight into the details of the
actual rod/target interaction, but in spite of its shortcomings the
model appears to contain the germ of a sound theory of penetration, as
shown by the qualitative success of its predictions. The model proba-
bly averages over the forces and erosion processes in some way so as
to achieve partial success.
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III. Theoretical Framework for an Experimental Program.

An experimental program has been devised to begin probing the
details of the interaction process. The program is based on the fol-
lowing assumptions and theoretical considerations. Penetration is con-
trolled by flow and failure processes that occur at or near the pene-
trator/target interface. These processes will depend on the material
properties of the particular materials involved, and therefore, they
will depend only on the local stress and strain fields. These ideas
are at least compatible with the formation of a region of steady flow
at the interface. Since it is a local phenomenon, it seems reasonable
to suppose that the steady conditions established will depend only on
the local geometry and the mass flux through the region. In particular
it should not depend at all on the length of the penetrator. This
suggests that a long rod with strain gages attached could be used as a
probe into the target interior. If the rod is long enough so that wave
reflections from the rear cannot interfere with measurements, then the
interpretation of the strain data will be considerably simplified. At
the same time, any inferences concerning the forces, strains, or parti-
cle velocities at the impact end will be equally valid for shorter
rods of the same material. In other words, it seems plausible that
material characteristics will fix the boundary conditions locally at
the impact end. It is the function of the experimental program to
determine what those boundary conditions are.

In normal impact the motion of the rod is axi-symmetric. If
the rod is treated as a one dimensional continuum where radial motions
are ignored, the equations of motion may be written as follows:

a PU
x =

(15)

x t

In (15) a is the axial stress in the rod (referred to the initial
cross sectional area), p is the initial density, u is the particle
velocity, and c is the engineering strain. Subscripts denote partial
differentiation where x is the material coordinate in the rod and t is
time. The spatial location, x, of a material particle, X, is denoted

X = x(X,t) (16)

We have

u =xt, j, x= - 1 (17)
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If strain gages are located at multiple stations along the
rod in an impact experiment, then strain as a function of time can be
recorded at each station, and by interpolation strain will also be
known at all other stations as well. Instrumented rod experiments of
this type have been conducted by Hauver over the past several years.
He uses a light-gas gun where an evacuated target chamber and accurate
alignment permit data of unusually high quality to be obtained. Com-
plete experimental details are reported by him in other papers(7,8),
but the experimental conditions, in brief, were as follows. A long
steel rod, (S-7 tool steel, hardened to RC47), with length of 254mm
and diameter of 8.13mm, impacts at normal incidence against a 25.4mm
plate of rolled homogeneous armor at RC27. Speed of impact was nomi-
nally 1000 m/s for most tests, and 710 m/s in a few others. Strain
was measured in the rod as a function of time, usually at stations 20,
40, 60, and 80mm from the itpact end.

With c-t data at hand, curves of constant strain may be plot-
ted in X-t space. Along such a curve the slope, defined as c , the

plastic wave speed, may be measured and related to derivatives of
strain as follows.

d= Et dt + cxdX = 0

dX Et (18)
d-t Cp = E -

These curves need not be straight lines, but if they are, as all
experiments to date indicate, the analysis is greatly simplified
because c then depends only on c. Equations (15) may be integrated

p
with respect to X along lines t = constant as was described by
Kolski(9) and others. If the rod has speed u and zero stress and

0
strain at any station before a wave arrives, we have

u(Xt) u + ct(X,t) dX
u(X ~tt)(19 (19)

- Jo c() de

a(X,t) = JO p ut(X,t) dX

= c(Xt)PC2(E) dc (20)
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Note that the stress has been obtained in (20) without recourse to any
constitutive assumption. In fact, a dynamic stress-strain relation
has been computed from the experimental data using only the simple one-
dimensional equations of motion and compatibility.

Equations (19) and (20) determine the particle velocity and
stress everywhere in the rod in principle. Thus, if the rate of rod
erosion were known, these quantities would be known for the rod as it
enters the quasi-steady region near the penetrator/target interface.
The situation is shown in Fig. 5. The rays of constant strain are
taken from Ref. 8.

The timing of
gage failure cannot be
used to establish the

80 .- 15 unknown erosion trajec-

tory because gages are
--,.05 typically destroyed by
/ 03 ejecta before reaching

1 402 the interface(8).*Independent experiments

by Netherwood have
measured the rate of
penetration into the

pp target directly(l0) for
@=.01 the same materials and

w
impact conditions as in
Hauver's experiments.
Complete details are

given in his paper, but
essentially his tech-
nique was to insert
contact switches into
the target block

00 40 80 through holes drilled

DISTANCE, mm from the side. The
Figure 5. Lines of Constant Strain in X-t timing of switch trig-

Space with Unknown Erosion Tra- gering then gives the
jectory [after Hauver (8)]. trajectory of the

penetrator/target
interface in target material coordinates. Fig. 6 shows a compilation
of data obtained by Netherwood(1O). The unsteady entry region is
clearly shown, followed by a steady intermediate region and an
erratic, final, unsteady region.
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The final apparent increase

in speed is probably due to
pins shearing ahead of the

E ,O penetrator as a small plug
forms. The penetration

z trajectory may be compared

- with strain data, measured
Ei oin material coordinates

in the rod, if both sets
of data can be transformed
into a comon coordinate

0 - system.

TIME ,

Figure 6. Envelopes of all Data Showing Fortunately, all
Penetration vs. Time in Target data may be easily trans-
Coordinates from Ref. (10). formed, at least approxi-

mately, into laboratory

coordinates. For the penetration data the transformation is a simple,
time dependent translation. As penetration progresses the rear sur-
face of the target bulges and finally fails by plugging. Netherwood
has measured this motion of the rear surface with a streak camera(ll).
If deformation between switch pin and rear surface is neglected, then
the translation of the pin in front of the penetrator is the same as
that of the rear target surface. Target deformation remains com-
pletely unknown, but would contribute only a small correction compared
to overall translation.

Rod data can also be transformed into laboratory coordinates.
Since particle velocity is known as a function of position and time
from (19), integration with respect to time will give trajectories in
laboratory coordinates for each rod station. Hauver has cumputed some
of these trajectories(8). It turns out to be more instructive to plot
spatial trajectories of constant strain. From (16), with X = X(t)
being a curve of constant strain in material coordinates, differentia-
tion yields the following equation.

dx ax x dX

dt t +X dt

With the aid of (17), (18), and (19) this becomes

dx 
(

dt uo c dE + (l+c)c (21)
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Several of these curves are plotted in Fig. 7. Both X and x are posi-
tive to the right, and u is positive, but both c and e are negative

0 p
since strains are compressive, and plastic waves progress to the left
into the rod. Note that curves of constant strain are straight lines
in x-t space if they are straight in X-t space. Also shown in Fig. 7

5 mm PLUG
/t

I /m IUG,

150.

100 I

,o 0!

IL; EAT-! REF LECTION0

0l FREE
50 SURFACE

MOTION

IIJI

0
q5~ q~$TARGE T

-50 0 *50
DISTANCE, mm

Figure 7. Trajectories in Laboratory Coordinates of Rod Stations,
Penetration, Target Free Surface, and Curves of

Constant Strain.
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is the back surface motion from Ref. (11) and the translated penetra-
tion trajectory. In same of his experiments Netherwood recovered the
residual penetrator, whose initial, undeformed length was determined by
weighing, and a small plug approximately 5mm thick. The trajectories
of the leading station of the residual penetrator, labeled 96.3mm, and
of the final plug are also shown.

IV. Discussion of Results.

Figures 6 and 7 contain a great deal of useful, albeit incom-
plete, information about the penetration process. In Fig. 6 the
unsteady entry region seems to be about one penetrator diameter in
width. The intermediate region shows a nearly constant speed of pene-
tration, which is consistent with the idea of a zone of steady state
deformation in penetrator and target.

There is no way of determining whether or not a switch trig-
gers slightly before penetrator arrival in material coordinates, but
since it could not be late, the measured arrival times are lower
bounds. In any case, in the steady central section of penetration, it
seems reasonable to assume that each switch is early by the same
amount, on average, so that the true curve would be parallel to the
one drawn in its middle section with corresponding minor adjustments
in the unsteady end sections. The width of the breakout zone, about
9mm, is also approximately one penetrator diameter, although it is
suspicious that one switch pin was usually located at the beginning of
that zone and may have played a role in its initiation. Since the
recovered plug was only about 5mm thick rather than 9mm, it seems
clear that erosion of penetrator and target continues during plug
formation and acceleration.

In Fig. 7 curves of constant strain, the penetration curve,
back surface motion, and trajectories of selected rod stations are all
shown in laboratory coordinates. Therc is actually considerable
extrapolation of data here since strain gage records end near the
target surface due to interference from ejecta(8), and the penetration
curve ends at the start of plug formation. The free surface data do
extend to lS5iis, however, and serve to anchor the trajectory extrap-
olations for penetration and for the 96.3mm station. These three
curves (i.e., free surface, penetration, and 96.3mm station) together
with the known plug thickness give a remarkably coherent picture.

Strains higher than 14% were measured at one or two sta-
tions, but determinatioin of c pbecomes unreliable so that trajectories

for higher strains are not shown. Nevertheless, the figure clearly
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suggests that the leading edge of the fan of constant strains might be
roughly parallel to the penetration trajectory. If this were true,
then equation (21) would give an estimate of rate of penetration possi-
ble for various levels of maximum strain. At the very least it will
give a lower bound estimate for . This bound as a function of strain
is plotted in Fig. 8 for the case considered. The measured value for

~taken from Fig. 7, is
about 190 m/s, which is
not much greater than the

PARTICLE SPEED, u maximum of the lower
bound. Note that the
bound, as given by equa-

PENETRATION 9_nition (21) , Is linear in
the impact speed u0 so

0-

that other cases may be

STANWV considered simply by
STRIN AV moving the horizontal

axis up or down, pro-
vie(h haeoLh

* Icurve does not change
too much with u.

Successful
measurements have now

-2 been made of Y, u, and
0 04 08 12 p in equation (11).

STRAIN Another series of exper-
Figure 8. Particle Speed, u, and Speed iments to measure T

of Strain Wave, dxldt, vs. directly for the same
Strain, c. impact conditions are

also under way by
Pritchard at BRL. This leaves only the two terms I pand I which

cannot be measured directly, but perhaps could be estimated analyti-

cally. In future experimental work, the speed of impact, target
thickness, and penetrator material will be varied. At the same time
the analysis is being extended to include the effects of radial motion
of rod material since the assumption of one-dimensional motion in
equation (15) is probably not completely adequate.

The investigation of detailed interactions during penetra-
tion has been guided by a theoretical framework that is based on the
one-dimensional theory of wave propagation. Although this work has
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not yet led to a replacement for the eroding rod model, it has led to
an experimental description of events against which any successor
model may be evaluated.
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THE INITIAL BOUNDARY VALUE PROBLEM OF GUN DYNAMICS SOLVED BY

FINITE ELEMENT-UNCONSTRAINED VARIATIONAL FORMULATIONS (U)

JULIAN J. WU, PhD

US ARRADCOM, BENET WEAPONS LABORATORY, LCWSL
WATERVLIET, NY 12189

1. INTRODUCTION

The purpose of this paper is to introduce an efficient meth-

od, which is quite general and easy to use, to the solution of the gun
dynamic problems, to describe some of the features associated with a
finite element computer program, and to present some initial results.

The basic concept of unconstrained, adjoint variational for-
mulation for linear problems was described in an earlier paper [1].
Its advantage over constrained methods in obtaining approximate solu-

tions has been demonstrated for both conservative (self-adjoint) and
unconservative (nonself-adjoint) problems [2]. In comparison with

Galerkin procedure, the unconstrained, adjoint variational formulation
has a further advantage in the freedom of selecting shape functions
which have less requirement on differentiability and which are not

required to satisfy any of the end conditions. The same concept was

extended to solution formulation of initial value problems [3]. In
view of the generality of this approach and its easy adaptability to
finite element discretizations, it appears to be quite attractive in
seeking solutions to the complicated problems associated with the
dynamics of gun systems.

The basis of the present formulation for more general cases

has been given in a previous paper [4]. The special problem of a uni-
form gun tube is treated here for demonstrated purposes. The differ-

ential equation and initial boundary conditions are given in Section 2.

An unconstrained variational statement which is equiyalent to the given

governing equations is stated in Section 3. The details of some of the
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special features on finite element discretization are described in
Section 4. Finally some preliminary results are presented in Section
5.

2. GOVERNING EQUATIONS

The motion of a gun tube modeled by the lateral deflection
of an Euler-Bernoulli beam is shown in Fig. 1. The differential equa-
tion in nondimensional form is

+ (-P + g sin a)[(l-x)y']' + y

= -Py"H(x-x) - y2m[a 2t2y" + 28tk' + y]6(x-x)

-(gin cos a)6(x-x)-g cos a (1)

where

P = 7TR 2 p

y = y(x,t), the tube deflection
x = spatial axis along the tube's length, 0 < x < 1
t = time axis, 0 < t < T, T is the time limit of-interest
a = elevation angle
m = projectile mass
= acceleration of the projectile, assumed to be constant

p = bore pressure, assumed to be constant
g = gravitational acceleration
i = (1/2)Bt2, projectile position

H(x) = the Heavenside step function
6(x) = the Dirac delta function

R = tube inner radius
y = c/T

The constant c is defined by (pA1/(EI)1/2 where p, E are density,

Young's modulus of the tube material; £, A, I, the length, area, and
second moment of cross-section of tube, respectively (see Ref. [S).
Also in Eq. (1), a prime (') denotes a differentiation with respect to
x and dot ('), a differentiation with respect to t. The derivation of
this equation and the end conditions which follow have been previously
given [4,S] and will not be repeated here.

The initial condition, or more appropriately, the end condi-
tions in time are

(x,0) = 0 ; '(x,l)[l + m(1 S-x)] k7[y(x,0) - Y(x)] 0 (2)
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Stu

Fig. 1 A schematic drawing of the problem configuration

where the constant k7 is introduced in conjunction with the uncon-
strained variational formulation (Section 3) so that if one takes k7
to be infinite, the initial displacement y(x,0) is forced to be iden-
tical to the prescribed shape Y(x). Based on similar reasonings the
boundary conditions have been shown to be the following:

y"(O,t) - k2Y'(O,t) = 0 (3a)

y"(lt) + k4Y'(lt) = 0 (3b)

yff" (O,t) + klY(O,t) + (-p + g cos )y'(O,t)

+. Py'(O,t)H(4 8t) + mB2y,(O,t)6( 8t 2 ) = 0 (3c)

and

y"' C1,t)-k 3 (lt)+Py' (1,t)H(.1- Bt2 -1) m82y ' (, t)6(4 - t 2 -l) = 0 (3d)

where ki, i 1 , 2, 3, 4, are the appropriate elastic spring constants
at the supports.
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3. UNCONSTRAINED VARIATIONAL STATEMENT

Through integrations-by-parts, it is straight forward to
show that the following variational statement is equivalent to the
differential equation and end conditions stated in Section 2.

12 3
= 51 =~ (61) - (6J.1 (4)

SI=(Iy i=l j=1 0

with 1 1 11
Il=f f y~y*"dxdt ;I(Pg sin ca)f f (1-x)yly*Idxdt

1 1*
1 3 =.y2f f yy-dxdt ; I 4= -P f Y'y*lH(x-x)dxdt

0o0 0 0

1- 11-

I =-Pf f yIy*I6(x-x)dxdt ; I 6=-ma2 y2f f t 2 yy*?6(x-x'jdxdt

I7=-mW y 
2f f tyly*I61(x-x)dxdt ; I8=2May2 f f tyly*6(x-x)dxdt (5)
0 0 0 0

19=-my 2f f yy*6(x.x)dxdt ; I o=-my2 f f yy*-6(x..x)dxdt
0 0 0 0

1
I 11 f {k Iy(O,t)y*(0,t) + k 2yI(O,t)y*(O,t)

0

+ k 3y(l,t)y*(l,t) + k 4yf(1,t)y*f(l,t)dt

I =k f Y(x,0)y*(x,l)dx
1270

and 1 1
J -g Cos af f y*dxdt

1~ 0
1 1 -- (6)

12 gm Cos af f Y*6(x-x)dxdt

J3 = k 7f 0Y(x)y*(x,l)dx
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The variational statement of Eq. (4) will serve as the basis
of our finite element solutions.

4. FINITE ELEMENT DISCRETIZATION

The purpose of the discretization is to enable one to write
the variational statement of Eq. (4), which is a functional of contin-
uous functions y and y*, etc., in the form of a matrix equation

6yT K Y = 6yT F (7)

where X, * are the "global" generalized coordinates vectors. E is the
"stiffness" matrix, and E the "force" vector. These terminology are
patented after the static structural analysis, but they do not neces-
sarily have the physical meanings of those adjectives attached to them.
Since the variational statement associated with Eq. (7) is unconstrain-
ed, the equation leads directly to

K Y= F(8

which can be solved for Y if K and F are properly defined. The process
by which K and F are ass;mblea and the relation between Y and the
desired solution y(x,t) will be described here in this section.

The first step is to write down the expressions in the vari-
ational statement in terms of the element variables. A grid scheme of
elements is shown in Fig. 2. In this figure, the nondimensional length
of the gun tube is divided into K equal segments and the time range of
interest into L equal segments. The result is then a set of K x L
rectangular elements. In the equations that follow n, the sub- or
super-scripts m,n denote the association with the mth,nth segments or
the (m,n)th element. Define the relation between the local coordinates
( ,fl) of the (m,n)th element and the global coordinates (x,t) by

= i(m) = Kx - m + 1

T = n(n) = Lt - n + 1 (9)

Or,
X - ( m-l) ; t = - (fl+n-l)

K L
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t

(1,L) (m,L) --- (K,L)

(1,n) -- (m, n) --- (K, n)

O.(K 1.),

0. _ _ _ _ _ _ _ _ _- x

0. 1.

Fig. 2 Finite element grid scheme in space- and time-coordinates.
Also shown: node point ordering in a typical element (m,n).

One then can write from Eqs. (5) and (6)

K L K 3 1 1
I - It ' d*d6 I1 = . - f f , 6y .f d~dn

fLL Ymn6(m,n)
m=l n=l 0 0(m,n)

1 1612 [[ - (-g in )f f [(K-re+l) - ]Y'm n 6 Y~m1 nd~dn

61 - ~~~ 1' 6 ~f
3 0 0 (m,n) (m,n)

11

614 - 1 ' f f ' y*' .)
4I~ ~ 0 0 (mfn) (m,n) (m,n)

- 1 1
615 = K. f f ,6* dd (10a)

01 f Y(rn)(ren,) (e,n)
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6I=H M0Ky2 f 1f 1[(M_1)2..+2 (M-)n+n2]y E-yd* 6
60 0 0 Y(m,n)6y(m,n) (m,n)(

W~Ky2 f 1 f 1 M1 2 +2* 6'lrlr2 E-Q)d~dn
7=LH 0 0Y(m,n)6y(m,n) (m,n)(

61 8 j[(-1)+i]yf' n6y* 6 Q dy8L 0 0 [(mn (m,n) (m,n)

K f0 0y(m, n) (m,n) (m,n)

mLy2 1 1-
10 1 K f f '(m n) (*mn) 6(m,n) EEdn

L 11
611 n~ 0~ I[l(1,n)6x1n) + k2 (1,n) (1,n)

+ k3y (n)6y* K)+ k Kyl Kn 6y* ' dT,
3 (Kn) K~n) 4 (~n)(K,n)

6112 =in K F (m,1) (y*m,L) dE(10b)

and
K L y2Rcs

6J II CO af f6y* dd

m=l n=l K!. 0 0 (m,n) dj

I, y= g - COS a f 1 f 6y* 6 (E-E)d~dn (11)
2 L 0 0 (m, n) (m. n)

3J 7 f~ (E)6y* dE
m=i 0 (Mn) (m,L)
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Now, the shape function vector a(&,n) is introduced

Y(m,n)(ET) 
= T(Eq)y(mn)

y* (,(C) . aT( ,.)Y * (mr n) (12)
(me,n)

where X(m,n) and X*(m,n) are the generalized coordinates for the orig-
inaladjoint field variables. Thus, equations in the form of Eq. (7)
and (8) are obtained in the usual manner of finite element formulation
(see, for example, Ref. [5]).

S. NUMERICAL RESULTS

In actual computation, a simplified model of a M68-105 mm
cannon tube is used. The source of data can be found in Reference [4].
For the cannon tube, we take

E = 3 x 107 psi ; p = 0.283 lb/in.3

= 210 in. ; A = 28.2 in. 2  ; I = 123.6 in. 4

and, for the projectile,

mp = 20 lb ; p (inbore pressure) = 40,000 psi

8 (projectile acceleration) = 6,000,000 in./sec
2

v = 25,000 ft/sec ; T = 0.008 secaverage

Consequently,

c = (pAt4/(EI))1 / 2 = 0.104 sec

£/c = 2100 in./sec ; y = c/T = 13.00

In the finite element discretization, we have chosen a grid
scheme of 5 x 5 = 25 elements as shown in Fig. 2. The shape functions
used are cubic in x and linear in t. As an illustrative example, the
support conditions are those of a cantilever. Thus k and k2 are
infinite. In actual computations, they are taken to e very large
numbers compared with unity (e.g., 108). The initial conditions are
such that the tube has zero deflection and zero velocity at t = 0.
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TABLE 1. DEFLECTION OF A GUN TUBE [y(x,t)/Z] x 104 AS THE
PROJECTILE MOVES THROUGH THE TUBE TILL EJECTION

t/T 0 0.2 0.4 0.6 0.8 1.0

0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.25 0.0000 0.01S1 0.0192 0.0182 0.0184 0.0281
0.50 0.0000 0.0413 0.0786 0.0735 0.0783 0.0986
0.75 0.0000 0.0724 0.1527 0.1768 0.1830 0.2156
1.00 0.0000 0.0905 0.2386 0.3245 0.3411 0.3362

TABLE 2. SLOPE OF A GUN TUBE y'(x,t) x 10 AS THE PROJECTILE
MOVES THROUGH THE TUBE TILL EJECTION

t/T 0 0.2 0.4 0.6 0.8 1.0

0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.25 0.0000 0.0511 -0.0079 -0.0121 0.0081 0.0710
0.50 0.0000 0.3132 0.0556 -0.0171 0.1021 -0.0936
0.75 0.0000 0.3758 0.2248 -0.0327 -0.0111 0.2647
1.00 0.0000 1.1419 0.7929 0.3932 0.3423 -0.2530

0. 0.2 0,4 0.6 0.8 1.0 xi
0.

0.1

Fig. 3 Deflection
of a gun tube at 0.2
shot ejection.

0.3

0.4'[

(y/q X 104 in.
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0. 0.2 0.4 0.6 0.8 1.0 t/T
0.

0.1

0.2 Fig. 4 Muzzle motion of a

gun tube during firing.

0.3

0.4

I(y/P.) x 104 in.

Tables 1 and 2 contain the results of tube deflection and
slope as the projectile moves down the tube from the breech end to
the muzzle. For example, at t = 0.ST, the deflection represents tube
deflection when the projectile is at a location of x = 0.25 from the
breech end.

Figure 3 depicts the deflection curve of the gun tube at
projectile ejection and Figure 4 illustrates the muzzle motion as the
projectile moves down the tube.

From Tables 1 and 2 it is observed that the initial data
have been recovered for this present unconstrained variational formu-
lation. The data presented here are of the same order of magnitude
compared with other analysts [4]. Further verification of the compu-
tational results and a parametric study of the relative importance
of the various forces involved in the problem will follow in the
immediate future.
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NEW CONCEPTS IN RECOIL MECHANISMS

RAO YALAMANCHILI, PhD
WEAPONS DIVISION

LARGE CALIBER WEAPON SYSTEMS LABORATORY
US ARMY ARMAMENT RESEARCH & DEVELOPMENT COMMAND

DOVER, NJ 07801

I INTRODUCTION

The function of a recoil mechanism is to moderate the firing
load on the supporting structure. This moderation is accomplished by
prolonging the time of resistance to the reaction force caused by the
action of the gun on the propellant gases. If no resistance is
offered, the reaction force will be as great as the action force
caused by the propellant gas. In other words, if the gun tube is
rigidly fixed to the gun mount/carriage, the supporting structure is
subjected to the full force of the propellant which, for large guns,
may be 2- to 3- million pounds. To withstand such a force, the struc-
ture has to be not only strong and heavy but also wide-based to pre-
vent tip over. As the gas pressure propels the projectile toward the
muzzle, it exerts an equal and opposite force on the breech, which
tends to drive the gun backward. The recoil mechanism suppresses this
force gradually and also limits the rearward movement.

All guns, prior to about 1890, were mounted rigidly on a
wheeled carriage which rolled backward to dissipate the recoil energy.
The US first started to manufacture a gun with a recoil mechanism, the
French 75mm field gun, during World War I. Since that time, the
design of recoil mechanisms has been actively pursued.

The recoil mechanism is composed of three basic components:
a recoil brake, a counterrecoil mechanism, and a buffer. The recoil
brake normally consists of a hydraulic cylinder and a piston assembly.
The counterrecoil mechanism consists of a recuperator and a counter-
recoil cylinder assembly. These two subsystems (recuperator/counter-
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recoil cylinder) can be either separate (independent recoil system) or
combined (dependent recoil system). Sometimes, the counterrecoil mech-
anism and recuperator are used synonymously. The recuperator's func-
tion is to store part of the recoil energy in order to return the re-
coiling parts to the in-battery position, whereas the counterrecoil
mechanism is used to return the recoiling parts to the in-battery
position. The buffer's function is to absorb the counterrecoil energy
as the weapon approaches the in-battery position, thereby assuring a
smoothly controlled stop. The recoil brake may be either a hydraulic
or a hydrospring type, whereas the recuperator may be either a hydro-
pneumatic or a hydrospring type. Some examples of independent recoil
mechanisms are the Schneider and Filloux types (1). In dependent re-
coil mechanisms, such as Puteaux and St. Chamond types (1), only the
recoil piston rod is connected to and moves with the other recoiling
parts and the fluid in the recoil brake directly influences the
counterrecoil mechanism. All such mechanisms are single recoil sys-
tems (primary recoil systems). Sometimes, it is advantageous to have
a secondary recoil system between the top and bottom carriages of
heavy weapons (double recoil system). The Filloux and St. Chamond
recoil mechanisms are variable recoil types (to accommodate changes in
elevation), whereas the other two are constant recoil types.

Since these systems are all quite complex and contain
several moving parts, their reliability is limited. As indicated
later, the state of the art in the development of compressible hy-
draulic fluids is also quite limited. Today's artillery weapons may
fire about one-quarter of the time and spend about another quarter of
the time in moving about the battlefield. The remaining time is spent
resolving RAM-D (reliability, availability, and maintainability-
durability) problems. Various systems effectiveness studies indicate
that the improvement which could be realized by doubling the RAM-D
characteristics is significantly greater than that which could be
realized by doubling the capability of weapon subsystem performance.
There is nothing which can surmount this payoff potential of RAM-D
improvements. In view of the multiple difficulties cited above, it is
the object of this paper to discuss various recoil mechanism concepts
having as few moving parts as possible, virtually unlimited compress-
ibility, and transmitting the smallest amount of force to the support-
ing structure. These concepts are discussed in the following section.
The development of a generalized mathematical model and the governing
equations are given in section 3. The numerical results are presented
in section 4 and the conclusions are stated in section 5
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II CONCEPTS

A compressible fluid recoil mechanism presently under devel-
opment uses a Dow Corning silicone fluid (DC 200-lOCS). Although this
fluid is considered compressible, its bulk modulus at 481F (8.80C) and
at one 0atmosphere pressure is 141,200 psi (2). As temperature drops
to -60 F and pressure increases to 4,000 psi, this fluid could have a
bulk modulus as high as 260,300 psi. The ideal fluid should be highly
compressible (low molecular weight), should possess a high flash point
(low flammability) and its characteristics should be nearly independent
of pressure and temperature. (A fluid's compressibility is the in-
verse of its bulk modulus). Artillery weapons are expected to func-
tion in a temperature range of -650F to 120OF and with internal pres-
sures ranging from 0 to 4,000 psi. Also, the temperature may rise
approximately 10F for each round fired unless adequate time is allowed
for its heat dissipation between rounds or after a series of rounds.
A perflourinated fluid (FC 75, 0.8 CS viscosity at 771F) manufactured
by 3M Company, and Freon E3 (1.3 CS viscosity at 770F), currently no
longer being manufactured by Dupont, may be up to 25% more compressible
than the Dow Corning silicone fluid, although they still fall far
short of the desired compressibility for recoil mechanisms.

It is not desirable to design flexibility into recoil mech-
anism test fixtures with the intent of boosting the compressibility
of the total system beyond that of the fluid because the rate of load-
ing of test fixture is so great (0 to 4,000 psi or higher within a few
milliseconds) that the cylinder could buckle. Also, the oil seals
between the moving and fixed members may make point contact rather
than area contact thus causing leakage and permitting entrainment of
the surrounding air. The air solubility for MIL-H-5606 is reported to
be 0.109 (volume of air/volume of hydraulic fluid) whereas it is 0.168
to 0.19 for the Dow Corning silicone fluid at atmospheric conditions.
Of course, the air content increases as the temperature drops and as
the test fixture is actuated and could reach 1.3. Part of the en-
trained air may be undissolved. The dissolved and undissolved gases,
collecting in pockets or foaming, can cause irregular motion and loss
of control in recoil mechanisms. Magorien (3) discusses the behavior
of air in hydraulic systems. However, the gas content increases the
compressibility of the fluid and thus reduces the bulk modulus much
beyond that for "liquids".

Consider, as an example, a liquid with a bulk modulus (B) in
contact with an inert gas, such as N2, with a specific heat ratio
( r ) of 1.4. The contents of the system may vary from 0 to 100% and
may be separated by arn elastic or floating member. The bulk modulus
of a liquid is defined as
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B- -vdp

dv (2.1)

where p is the pressure and v is the volume. The bulk modulus is a
function of pressure and temperature. However, the temperature
variation of the fluid is small (such as one or two degrees) during
any round of fire. The pressure, on the other hand, does vary nearly
3,000 psi. Therefore, the bulk modulus may be considered as a quad-
ratic function of pressure (a + b p + c p2 ). In this instance, the
integration of equation 2.1 yields

-Inv 2 tan q 4ac-b 2 (2.2)

Sometimes, the pressure range is small and the bulk modulus can be
considered as a linear function of pressure, p. Thus, the integra-
tion of equation 2.1 yields

1/b

v- a+bp

where the superscript '0' indicates initial conditions,

For concept evaluation or design purposes, such as, what
will a combination of gas and liquid do as opposed to a liquid alone,
or how to go about determining the compressibility of a given liquid,
it may be advisable to consider the bulk modulus as independent of
pressure at the desired temperature. In this case, the integration
of equation 2.1 yields,

v (p--)/B
v e (2.4)

For example, a liquid (B - 120,000 psi pO - 3,000 psi, p 20C psi)
undergoes a compression of about 2.33% because

v e .0233 C- 1.0233

The equation of state for a gas may be written as
v pO

g g 1
V =(79-) r (2.5)

g -2
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If a given liquid ( B ) can do the job of a combination of some other

liquid ( B ) and a gas, let it be called a super fluid and indicate
its properties by a bar over the symbols. In order to make a fair

comparison, let the total volumes and pressure ranges remain the
same for both systems. By the use of equations (2.3) and (2.4), the
super fluid's bulk moduli, respectively, become

0
V o a+b 0 1/b

0 p +(a+bp (2.6)

B = +_ a+b 1/b

0 ~ ~ p a(b 1/
rp vh p a+bp a+bp

1 _ (p-pO) /B

and B - "" 0 1 (P-pO) /B (2.7)

rp v ( )r+ B e
h

The effective (or super tluld) bulk modulus is calculated

at 3,000 psi for MIL-H-5606. This is shown in figure 1 as a function
of nitrogen content. The bulk modulus is very sensitive to small

changes of gas content when the percentage of gas is small. The
bulk modulus of Dow Corning's expensive PC 200 silicone fluid is
168,607 psi at 3,000 psi and at 720 F. However, a better bulk i:.odulus
can be attained by combining inexpensive hvdraullc fluid and gas.

A system with high RAM-D can he characterized as the one
which is simple and contains few noving parts. Consider the M140

recoil mechanism mounted on the MF'A1 tank. Although, this mechanism
looks simple and has only three meving parts, its failure rate is

high. Some of the failures are due to breakage (every few hundred
cycles) of its giant mechanical spring, leakage of oil around the

seals, failure to return to the battery position, Inadequate replen-
isher, wear and tear of piston and sleeve, hang out of batterv,
breakage of the inertia valve, and either loosened or broken bolts.
Most of these problems can be solved by elimination of the mechanical
spring and the replenisher, and the utilization of only one moving

part. Such concepts are shown in figures .' through ',.

The bulk modulus of a fluid system as a tun t iov ct the
amount of nitrogen or air Is stown in figure 1. Such a svster is
quite sensitive to the preserte i-f -msll amounts el nilicsen ,ind is
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much less sensitive to larger amounts since the bulk modulus de-
creases significantly as nitrogen content is increased. The relation-
ship between bulk modulus and temperature is also shown in figure 1.
The bulk modulus varies drastically between -65OF and 120OF and drops
continuously as temperature increases. If the temperature is low at
a particular weapon's location, the bulk modulus increases; however,
increasing the gas content of the system will decrease the bulk mod-
ulus and thus compensate for the low ambient temperature. If the
temperature is higher at another operational location, the bulk mod-
ulus is lower; however, the gas content can be lowered to increase
the bulk modulus. Thus, the gas-oil mixture concept can accommodate
both compressibility and temperature compensation in lieu of the
separate mechanisms required in the past.

It was proposed by other investigators to use Dow Corning
DC 200 as a compressible fluid for new systems under development.
The cost of DC 200 silicone fluid is several times that of the hy-
draulic fluid used in many weapon systems. These inexpensive hydrau-
lic fluids can be used in the conceptual systems instead of the Dow
Corning fluid because the compressibility and temperature effects
are compensated for. Of course, the conceptual systems weigh less
than a pure liquid system.

With conventional recoil systems, the recoiling parts move
rearward upon initiation of the breech force, i.e., upon firing. The
rearward motion is resisted by the inertia of the recoiling parts,
friction, and the fluid pressure forces exerted inside the recoil
mechanism. The fluid pressure forces are a result of the throttling
of the fluid and compression due to the differential area of the
piston (a moving part) and its motion. However, if the recoiling
parts are put in motion in the direction of projectile travel
(forward run-up) and the breech force is not applied until these
parts have attained a predetermined forward velocity (equal to about
half of the recoil energy), lower resistance forces will result.
Such a principle is called "soft recoil". The develzpment of this
technique began In the mid 1960's. The conventional versus soft
recoil principles are illustrated In figure 6. Since the resisting
force in a soft recoil mechanism is much smaller than in a convention-
al recoil mechanism, the time for application of this force is much
longer. To date, the soft recoil principle has been applied to the
M204, 105mm towed howitzer only.

Since the objective of any recoil mechanism is to design
the resisting force to be as small as possible (which can account for
all its breech force), and to have as few parts as possible, the
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conceptual sketch shown in figure 2 was initially adopted. The
initial position of the piston (the moving part) is shown. The hy-
draulic fluid, or DC 200, is at about 3,000 psi pressure and fills
the entire recoil cylinder including the buffers.

The fluid pressure acts on all exposed surfaces. The pres-
surized fluid acting on the face (end) of the piston forces it to
move (slide over the sleeve) in the forward direction, after it is
unlatched. When it reaches a predetermined velocity, the firing
(or initiation of breech force) takes place. Since this breech force
overcomes the forward motion, the piston is brought to rest, momen-
tarily, and then accelerates to the rear. Of course, there is an
opposing force of pressurized fluid acting on the face of the piston.
This opposing force continues to grow as the piston moves to the rear
and compresses the fluid into a smaller volume. Eventually, the
piston is brought to rest momentarily with or without the assistance
of the rear buffer. (If the predetermined velocity of the piston is
properly matched with the breech force, the piston stops without the
aid of the rear buffer.) A sensor was developed to determine the
velocity (4). Even when the velocity is accurately calculated and
the sensor operates correctly, there may be occasions where the
breech force cannot be applied at the correct time because of igni-
tion delay or other considerations. In such situations, the actual
velocity of the piston may be greater than the predetermined velozity
and it may not be able to return to the latched (initial) position.
It is desirable to utilize about 40% of the breech force to stop the
forward (outward) motion of piston. This will cause the piston to
enter approximately 2 inches into the rear buffer before its motion
is stopped. The latch is reset by the piston near the end of its
rearward motion. The pressurized fluid then forces the piston to
move slightly forward to the latched (initial or in-battery) position.

Another purpose of the rear buffer is to check out the
cook-off function. (Cook-off is the spontaneous firing of a round
due to excessive heat or other cause.) The application of breech
force to the piston takes place when the piston is in its initial
position. The piston accelerates rearward because of the cook-off
breech force. The pressure of the trapped fluid inside the buffer
will be much higher than that of fluid outside the buffer. The
design of the buffer should be such that the piston~'s rearward motion
ceases before it slams into the rear end of the recoil cylinder and
also such that the resisting force does not build to a point per-
mitting weapon tip-over.
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The front buffer is intended to control our: ires. A mis-
fire, or firing delay, may take place because of a bent firing pin or
other malfunction. If no front buffer is provided, the piston may
slam into the end of recoil cylinder. In the event of a misfire the
piston enters the front buffer and traps the fluid inside the buffer
raising its pressure much beyond the pressure inside the recoil cyl-
inder. This sets up an opposing force to stop the forward motion of
the piston. The design of the front buffer should be such that the
piston velocity is reduced to a negligible value before it reaches the
front end of the recoil cylinder and yet not permit cavitation inside
either the cylinder or the buffer during any part of the cycle.

Some of the characteristics of this system are discussed in
reference 5. However, in this reference the governing differential
equations (coupled) were not simultaneously solved. The author
solved these equations simultaneously and studied the system's oper-
ating characteristics. It was determined that the recoil cylinder
would need to be about 8 feet long and cavitation would result if
based upon the conceptual sketch of figure 2. The author modified
the conceptual sketch as shown in figure 3. The normal run (without
misfire and cook-off) characteristics remained the same. However,
the handling of cook-off and misfire situations would be improved if
cook-off and misfire chambers are as shown in figure 3. The storage
chamber, in addition to the buffers, provides a shorter path and a
better control of piston motion inside the buffers. The storage
areas prevent a rapid rise and fall of buffer pressures and thus re-
duce the chances of weapon tip-over as well as cavitation inside the
buffers.

To make the conceptual model as general as possible, to
make the system lighter, to increase the compressibility of the sys-
tem, to compensate for changes in temperature, and to use an inex-
pensive and small amount of oil (fluid), a gas, such as nitrogen, is
introduced into the central part of the recoil cylinder and separated
from the liquid by a polyurethane liner (dotted line). Since the
pressures will remain the same on either side of the liner (because
of its elasticity) it is expected that the operating pressures won't
pose a problem. If the liner is not satisfactory, there is always
the technique of the nineteen fifties, that of separation of gas and
liquid by a floating piston.

It is recalled that the predetermined velocity chosen
(about 50% of breech force) is somewhat less than the ideal because
of ignition delay and other considerations. The piston enters the
rear buffer approximately 2 inches (because of the slightix' less than
Ideal soft recoil cycle) before it reverses its motion. Since the
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piston could pick up significant velocity due to the high pressure
(more than 20 inch/sec by the time it reaches the latching position),
it may be difficult "-r a mechanical latch to function. In the event
of a cook-off, the city of the piston just before latching will
exceed this speed. i control the motion of the piston just before
it latches into the in-battery position, a combination of the middle
buffer and a step on the piston is provided as shown in figure 4.
In addition, a gas chamber is utilized as shown by the dotted line in
the figure.

The recoil cylinder will be about 6 feet long for a 155mm
weapon system. If a one-quarter-inch thick piston is chosen for any
of these concepts it may not be strong enough and induced vibration

or buckling could result. If a three-eighths-inch thick piston is
chosen, the effective area of the piston, due to its concentricity,
is about 16 2in 2 . The effective piston area of existing weapons is
about 10 in . However, the effective piston area can be controlled
by choosing either a multi-cylinder (nonconcentric) configuration or
a piston designed as shown in in figure 5. Thus, the effective area
is not a serious design problem.

The concept based on figure 4 is more general and, there-
fore, it is chosen for further evaluation. However, the concepts
based in figures 2 and 3 are special concepts based on figure 4.

III MATHEMATICAL MODEL OF HYDROPNEUMATIC
SOFT RECOIL MECHANISM

The hydropneumatic soft recoil concept is shown in figure 4.

This schematic figure is not drawn to a scale. This concept is a
concentric recoil mechanism and the piston, its only moving part, is
shown in its latched (in-battery) or initial position. First, fluid
fill-up takes place. Thus, nitrogen bottles can be attached to the
gas chambers for pressurization. The pressure inside the cylinder
will not exceed 3,000 psi, when the piston is in its latched posi-
tion. In a normal run, the piston is moved forward by the pressur-
ized fluid to a distance less than L2, returns past the latch by
virtue of breech force, and finally is pushed forward to the latch by
fluid pressure.

In figure 4, L indicates length, R indicates radius, and
P indicates pressure. The recoil cylinder consists of four chambers.
The cook-off chamber is inside the left end of the cylinder and the
misfire chamber is inside the right end of the cylinder. The latch-
ing chamber is next to the cook-off chamber. A two-ring piston is
used to control its motion just before latching. The normal chamber
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is in front oi the misfire chamber.

Mathematical models have been developed for both configura-
tions (figures 3 and 4). However, because of space limitations, only
the generalized model will be discussed. The application of Newton's
second law yields the equation of motion for the piston:

x - (RP - HI * PBF (xx))/Mr - g sin 9 (3.1)

- f x dt (3.2)

x - L + f x dt (3.3)
3

where x - location of piston, x - velocity, x = acceleration,
RP - rod pull, PBF (xx) = breech force function, HI=Oor 1 to indicate
inaction or action of breech force, Mr - mass of recoiling parts,
g - gravity, 9 - elevation of gun, and L3 - length of rear (cook-off)
chamber. The rod pull can be written as

RP - s * (1.3 45Pr + 2 .97pf) + PrA 3 + Pm (A7-A4 )-PfA 7

(3.4)

The first term indicates frictional force due to seals (5) and the
subscripts r, m, and f signify the rear, middl or latching, and
front chambers, respectively. Also A -= (R3 -R5

2), A4 = i (R3
2-R4

2),
A5 - Tr (R42-R5 2), and A7 I T (R7

2-R4
2).

The fluid volume (applicable to the driving force of the
piston) at any time can be written as

v= vg 0 0h1/r (P2O-p2)/B_ .Fvf+Jv+MV
o P + Voh e f+r+M

P2  (3.5)

where P2 " pressure in the normal chamber,

o (p 0pf)/B t

vf =vf e - f f Qf dt (3.6)
0
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0 (P2°-Pr)/B_ t

Vr aVr e - f Qpr dt (3.7)

(P 2 °-Pm)/B t t
v - vm0 e + J f Qr dt -m f Qm dt (3.8)m00

vf0  Vfs + (A7+Af)L I, Vfs - ITL1 (R82-RI2 )

Af MI T (RI2_R72) (3.9)

Vr
0  Ors+ (A3+Ar)L3, Vrs- i L3 (R82-R2

2

r - (R2
2-R3 2) (3.10)

Vm VMS + L3 (AT+Am), Vms - (L5-L4 /2) IT

(R8
2 _R6 2), Am - IT (R6

2 R 72) (3.11)

V2 
0  v2s + L2 (A7+Am), v2s - (L2+L4 /2) IT

(A2-R6
2 ) (3.12)

1/2 2g Pf-P2 1 1/2

Q rPC~r Qf MCd Af(~~

Qm , Cd 1 (-2 P2 P ) 1/2 
(3.13)

F, J, M, f, J, m, and s are all logical parameters and will be de-
fined later. The symbols A, v, Q are used for area, volume, and flow
discharge rates, respectively. The coefficient of discharge for
fluid flow through the orifice is denoted as cd. The physical
volume based on solid boundaries can be written as

v - vfo+Vr +Vmo+V2 ° - (Fvf+JVr+Mvm)+Ab(x-L3) (3.14)
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One can obtain the following equation for P2 by equating the rate of

change of the two volumes described above:

P2  - A+F(A7+Af)-J(A3+Ar)+M(A4+Ar-Am)l

o(pf°-Pf)/B' t.V O  -Pr)/B

+F vf e pf/B+fQf] + J vre

Pr/B+3Qrj +M jvme (P -Pm)/B m-j Qr+MQ

Si/r (P2
0 -P2)/B__ (p/P) +e (3.15) i

rP2,

Similar treatment can be given for the rate 
of change of ,

pressures inside the rear and front buffers. The volume of oil at

any time in either buffer can be written as

v - F vf + J v. (3.16)

The physical volume based on boundaries is

v - F Lv,.+(A7+Af)(L-x) +J vrs +(A3+A,) x (3.17)

where L L3+L5+L2+L1

The rate of change of pressure in either buffer can be derived 
by

equating the rate of change of volumes and the result is given 
below.

oF(A 7+Af)-J(A3+A)] x-(FfQf+JJQ )
or - (pfO-pf)/B  p2 2)

Fvf°/B e +Jvr°/B e

Of course, these equations are valid for either 0 L3 or

L3+L 2  L3+L2+LI .

A similar equation can be derived for pressure in the

latching chamber. The volume of oil in the middle buffer is
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0P 0Po-m)/A t
v= M voe +j Q dt-m I Q d (3.19)m r 0 m t

The physical volume of the latching chamber can be expressed as

v W M t.vms+ (A4+Ar) (L3-x) + (A7+Am ) xj (3.20)

The rate of change of pressure in the latching chamber can now be

expressed as

M [ (A4 +Ar-A 7 -Am) x + 3Qr-mQm)

Pm =  Vu/B e (P2
0 -pm)/B (3.21)

The logical parameters, for many of the equations in this
section are given below:

s = I for x 0 0, s - -1 for i, 0

F - 1 for x> L 2 + L3 F - 0, Af - 0 for x<L 2 + L3

J - 1 for x< L3; J -0, Ar - O, x> L3

j - 1, f - 1 for pf or p2 ; j for p>Pm

j - -1, f - -1 for pf or pre P2 ; j - -1 for pre - Pm

M - 1 for L3 - L,4  x E L3 and M = 0, otherwise

m - I for pm> P2 and m - -1 for pn- P 2  (3.22)

The equations derived in this section, represent normal
fire, cook-off and misfire conditions. The finite-element calcula-
tions as well as the one-dimensional analytical results of figure 2
indicate that the deflections of the recoil cylinder and sleeve are
quite small and are within engineering or manufacturing tolerances.
The governing equations for deflection of the recoil cylinder and the
sleeve are second-order ordinary differential equations. The rate of
change of pressure equations (3.15), (3.18), and (3.21) also will be
different if deflections are taken into account. Since the deflec-
tions are small, the governing equations (with deflections) are not
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given here. The equations derived above, represent a system of six

first-order ordinary differential equations. These are all coupled
to be solved simultaneously.

IV RESULTS

The hydropneumatic soft recoil conceptual sketch is shown

in figure 4. The mathematical model for its operational character-
istics is given in section 3. Since standard techniques can be util-
ized (the governing equations are not complex), the system of coupled
ordinary differential equations as well as logical parameters are
programmed for the CDC 6500/660 system and solved by Continuous

System Simulation Language (CSSL). The breech force (figure 7) is
computed for a zone 7 charge, 155mm weapon system. Due to a lack of
analytical functions, the tabular form of breech force is provided as
input and interpolation techniques are utilized during the course of
the calculations.

Following is the input data for a typical computer run:

L1 w 20 in. R1 = 9.2684 in. pO - 2,000 psi

- 30 in. R2 - 9.0484 in. v g0/vh = 0.22

L3 - 20 in. R3 - 9.0284 in. Q Q 0

L4 - 8 in. R4 - 8.5 in. Mr = 25.9 lbs

L5 - 20 in. R5 = 8.125 in. A - 11 in.

Cd - 0.9 R6 - 9.2684 in. X(0) - 20 in.

D - 8.125 in. R7 - 9.2484 in. B = 150,000 psi

? .033942 lbs-sec 2 /in.4  n = 1.3

The shape of the buffers are functions of x. These values are omit-
ted due to lack of space. Tabular data is input for these functiotir
and interpolation techniques are utilized.

Most of the firing, at least 99%, takes place in a normal

manner. Such firings are termed a "normal run" and the designs are
optimized for them. The free-run *alocity of the piston before fir-

ing is given as 230 in/sec for the breech force shown in figure 7.

The velocity of the piston for a normal run is shown in figure 8.
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The piston attained a velocity of 230 in/sec after traveling about
25 inches. Firing is initiated at this time. The piston's velocity
is reduced to zero within one inch of travel. The piston reverses
its motion and reaches a maximum velocity of 227 in/sec after travel-
ing 5.8 inches. The piston continues its rearward coasting movement
and attains a velocity of 57 in/sec upon arrival at its initial posi-
tion. At this time the latch is reset. The piston travels slightly
more than an inch into the rear buffer before its rearward velocity
is reduced to zero. Finally, the piston is pushed forward by the
pressurized fluid and reaches a speed of about 29 in/sec just before
engagement of the latch.

The piston location, as a function of time, is also shown
in figure 8. Forward travel requires 216 msec and rearward travel
requires 177 msec. The piston completed its cycle in 423 msec.

The pressure, mp2, in the normal chamber, is the same as
that in the misfire chamber and is shown in figure 9. The pressure
drop is only 400 psi, although the piston (with a differential area
of 19.6 in2) travels about 25 inches due to the presence of gas in
the system. The pressure inside the rear buffer is identical to the
pressure in the normal chamber except for the short period of time
that the piston is inside the buffer. During this period, there is
a sharp rise in pressure to 2,504 psi followed by a fall-back to
1,647 psi. There Is a similar behavior pattern for the pressure in-
side the latching chamber. In this instance, the pressure rises to
2,458 psi and falls back to 1,696 psi.

The rod pull is shown in figure 10. This has a low value
during the free-run period, starting with a peak of 30,541 lbs and
dropping slowly to 24,459 lbs. The initiation of breech force
quickly raises the rod pull to 38,260 lbs at the time the piston
reverses its direction. Thereafter, the rod pull rises slowly and
reaches 47,800 lbs by the time the piston reaches its initial posi-
tion. Finally, the rapid rise of pressure Inside the buffer momen-
tarily increases the rod pull to 78,018 lbs, which then drops back
to a nominal value just before the piston is latched.

The following applies to a misfire simulation. The breech
force is not applied although the piston velocity is 230 in/sec. The
piston continues its forward travel and reaches a peak velocity of
250.15 In/sec just before it enters the front buffer. A braking
force is applied by the misfire chamber and the piston's velocity is
reduced to less than 1 in/sec by the time It travels 16 inches in-
side the buffer. At this point the piston begins to oscillate.
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Whether or not an external or internal spring is used to stop this
motion, it is not expected to create any damage to the mechanism be-
cause of its very low velocity and friction. The time required for
the piston to reach a velocity of 0.6 in/see, is 472 insec. The pres-
sures in the cook-off, latching, and normal chambers are identical.
These pressures vary from an initial pressure of 2,000 psi to 1,366
psi and then drop to a level similar to the normal chamber pressure
in a normal run as shown in figure 9. All pressures would have been
very small (indicating cavitation and a vacuum) if not for the pres-
ence of gas. The pressure Inside the misfire chamber is the same as
the pressure in the other chambers until the piston enters the mis-
fire chamber. Because the buffer's design is not optimized, the mis-
fire chamber pressure rises to 7,000 psi and then drops to 2,321 psi.
(Bear In mind a misfire is not a normal firing condition f or a how-
itzer.)

Following are the cook-off results. The breech force is
applied while the piston is at rest at its initial position. As ex-
pected, the piston starts rearward and reaches a peak speed of 342.9
in/sec within 12 msec and travels a distance of 2.3 in. Finally, the
piston's rearward velocity is reduced to zero within 38.7 msec after
traveling a distance of 7.32 in. Obviously, the calculated distance
and time are small and a need for redesign of the buffer is evident.
The pressure in the cook-off chamber is as high as 10,000 psi. Out-
side the chamber it is 2,146 psi. Because of these high pressures
(the latch is not expected to operate at this time), the piston starts
forward reaching a velocity of 49 in/sec and dropping to a low of
5.79 in/sec before hovering at about 20 in/sec near the latching
position. During this forward travel the pressure in the cook-off
chamber is as low as 1,390 psi, is slightly higher than 2,000 psi
in the normal chamber, and is between these extremes in the latching
chamber. The elapsed time for the entire cook-off cycle is 380 msec.
Cook-off is less likely to occur than misfire. Its operational cycle
is less gentle than that for normal fire.

V SUMMARY

Various existing recoil mechanisms are reviewed and their
drawbacks are discussed. The importance of RAlI-D is stressed. Sev-
eral new concepts are introduced having desirable characteristics
such as: one moving part, highly compressible system much beyond
the state of the art with liquids only, temperature compensating de-
vice, lower operating pressures with no cavitation or vaccuum, trans-
mission of minimum forces to the supporting structure, ideal distri-
bution of forces (symmetric and In line with the breech force),
simplicity, and packaging of recoil and counterrecoi] functions with-
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in a single envelope (includes misfire and cook-off functions). All
such characteristics are incorporated into a new concentric hydropneu-
matic soft recoil mechanism shown in figure 4.

Mathematical models are developed by use of Newton's law of
motion, continuity equation, definition of bulk modulus for liquids,
perfect gas law, and Bernoulli's equation. Virtually unlimited com-
pressibility is proven and a method of compensating for temperature
variations is presented. The breech force data for a 155mm weapon
(including all propellant charge zones) is coupled to a system of six,
first-order, ordinary differential equations. These are programmed
for a digital computer and solved by CSSL. The operating character-
istics are obtained not only for normal fire but also for cook-off and
misfire. The deflections of the recoil cylinder and sleeve are found
to be negligible. The pressure in each chamber, the trunnion force,
and the location and velocity of the piston are obtained as a func-
tion of time. The concepts may not be feasible as "liquid only"
systems. Although a recoil mechanism without a latching chamber would
be short and light in weight, it would be very difficult to latch the
piston without damaging the latching mechanism. A recoil mechanism
having a latching chamber, a liquid-gas working medium, and employing
a partial or a complete soft recoil principle shows promise of suc-
cess. A parametric study is recommended after the buffers are rede-
signed. The objective of the redesign would be to raise the buffer
pressures to the desired level as quickly as possible and holding
these pressures constant until all motion ceases. As an alternative,
a conventional recoil mechanism, with fluidic control (ne moving
parts) and sensor devices (currently being pursued), is recommended
as a means to obtain constant rod pull for all zones of fire.
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FIGURE 3 REVISED SOFT RECOIL CONCEPT

442



YALAMANCH IL I

.... .. .... ..

I-- 'o

00 ... J 00~ ,A ,. ... '.4

0,,j..,0u IC.,10.W"l

00© u .. ,.o '

443 . -l l l II k t.

443



YALAMANCHILI

4444



ZAVADA, JENKINSON, GAVANIS,
HUNSPERCER, LARSON & COMAS

ION IMPLANTED GUIDED WAVE DEVICES

FOR ARMY FIRE CONTROL

*JOHN M. ZAVADA, DR.

HOWARD A. JENKINSON, MR.

THOMAS J. GAVANIS, MR.

Fire Controi and Small Caliber
Weapon Systems Laboratory

ARRADCOM, Dover, NJ 07801

ROBERT G. HUNSPERGER, DR.

University of Delaware

Newark, DE 19711

DONALD C. LARSON, DR.

Drexel University

Philadelphia, PA 19104

JAMES COMAS, DR.

Naval Research Laboratory
Washington, DC 20375

I. INTRODUCTION

In a recent review of the Army's Fire Control Technology
Base(1), several key issues were repeatedly emphasized. One of

these issues was that future fire control systems will have to

meet certain stringent requirements in order to permit the Army
to successfully engage hostile forces in anticipated combat scen-

arios. Prominent among these requirements are minimum acquisition/
reaction time, multiple target engagement capability, increased

first round hit prohability, and 24 hour/all weather operation.
The first three requirements clearly indicated the need for sen-

sing and signal processing subsystems capable of handling large
amounts of digital and analog information and of processing this

information rapidly. In spite of the major advances that have

been made in the field of microelectronics, this need is still a
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formidablc challenge to Very Large Scale Integration (VLSI) circuits

and to Very High Speed Integrated Circuits (VHSIC). Another possible

solution to this problem lies in the development of fire control
systems incorporating guided wave components. Guided wave or opti-
cal devices are the analogs of the familiar electronic devices such

as cables, modulators, switches, sources and detectors, which rely

on the motion of electrons and their subbsequent deflection. How-

ever, optical devices guide an electromagnetic (EM) wave through a

material structure and function directly on the propagating wave.
Due to the higher carrier frequencies of optical waves, the infor-

mation that guided wave devices can process is nearly 10,000 times
greater than that of electronic devices. Also, these optical devices

are several orders of magnitude faster than their electronic coun-

terparts. Other advantages of guided wave devices include: lower

transmission losses, virtually complete immunity to EM interference
and countermeasures, and the elimination of use of strategic mate-

rials such as copper. Once these devices are integrated into optical
circuits, there are additional benefits of greater reliability and

durability.

The development of integrated optical circuits parallels very
closely the development of integrated electronic circuits. First

there was the use of discrete electronic elements such as trans-
istors, capacitors, and oscillators. This corresponds to the use of

discrete optical elements such as lenses, prisms, and lasers in cur-
rent optical systems. Later the discrete electronic devices were

assembled into circuit hoards and, eventually, into monolithic
integrated circuits. Similarly, the goal of "Integrated Optics" is

to minimaturize and assemble the discrete optical elements and de-

vices into a monolithic circuit a few square millimeters in area.
This size reduction of optical systems is even more dramatic than

what has been accomplished in the electronics area.

While there has been considerable activity in both the military
and civilian sectors to utilize guided wave devices in communication

systems, such as telephone and television, the potential of this
technology for sensing and optical signal processing roles has been
largely untapped. The few military programs that are developing
guided wave components for these applications include the work on a

radio frequency (RF) spectrum analyzer(2), on optical correlators(3),

and on fiber optic sensors(4).

Due to the fourth requirement mentioned above for 24 hour/all
weather operation, the Army has been emphasizing systems which oper-
ate at longer wavelengths, in particular, at infrared and millimeter
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wave (MMW) frequences. Active devices, such as carbon dioxide (CO 2 )
lasers and MMW transmitters, form a natural basis for additional
applications of guided wave technology to Army Fire Control Systems.
Typical systems which could utilize infrared optical circuits in-

clude CO 2 laser radars, Miss Distance Sensors (MDS) and sensors for
smart munitions such as Smart Target Acquisition Fire and Forget
(STAFF). These optical circuits could be used to perform various
functions including phased array transmission, heteroyne detection,

parallel processing and optical correlation.

Various methods have been used to fabricate optical waveguides
and components. These include thin film deposition, epitaxial
growth, filled channel techniques, ion diffusion and ion implanta-

tion. The latter method is a particularly interesting technique
that offers a number of distinct advantages in comparison to the

other methods. In ion implantation a beam of atoms is ionized,
accelerated through a potential difference, and is directed at a
suitable material target. The resulting damage in the material and
the introduction of foreign atoms can produce electronic, chemical,
and optical changes. In fact, ion implantation is one of the major
production techniques used in the electronics industry for the
manufacture of integrated electronic circuits. The primary advan-
tage of this technique lies in the precise, external manner by which
doping of materials can be controlled. Any ion species can be
introduced into a given material and the dopant concentration is not
limited by ordinary solubility considerations. The dosage can be

monitored very accurately and the depth profile of the implanted
ions can be controlled by adjusting the energy of the accelerator.
This permits realization of dopant profiles that could not be
achieved by diffusion or any other technique. Also, implantation of
materials can be performed over a wide range of temperatures allow-
ing for unique interactions of the implanted ions. This technique

is a relatively simple procedure which is compatible with modern
masking methods used to achieve special configurations of the doped
regions. Additionally, there is the possibility that entire optical
circuits can be "written" directly on a chip without the use of

masks.

While ion implantation has been used to fabricate guided wave
components at visible and near infrared wavelengths, little effort
has been directed towards applying this technique to form guided
wave devices in the far infrared. Lincoln Laboratories has made low

loss waveguldes at 10.6 microns through proton implantation of
cadmium telluride(5). However, a drawback to this work is the very
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high accelerating energies, over I MeV, that were required. Accel-
erating machines, capable of such large energy outputs, are not
readily available and are very costly to operate. If it were pos-

sible to fabricate low loss infrared waveguides with moderate energy
accelerators (less than 300 keV), then Ion implantation would be
established as a prime fabrication technique for integrated optics

in this spectral region.

This is the task that we are addressing in our current research
k? rt ! to ucterm nc the feasibility of fabri cating infrared wave-
guides in semiconductor materials using moderate energy ion implan-
tation. Semiconductor materials were selected for this work because
all of the major functions of an optical circuit, such as light

generation, waveguiding, modulation and detection, can be achieved

in these materials.

II. OPTICAL WAVEGUIDES

The basic component in an integrated optical circuit is the
waveguide. This structure serves to confine the EM wave to a par-

ticular region and to specify the direction of propagation of this
wave. Figure I illustrates the operation of a planar (two dimen-
nsional) waveguide. In this figure, we assume that the IM wave has
alreadv been introduced into the waveguiding region. This can be
accomplished through various methods including endfire coupling, or

even light generation in the waveguide. The waveguide in this
figure is formed by the middle region identified by its optical

index of refraction, nf. The regions above and below the waveguide
are similarly labelled by their indices n o and ns . For the EM
wave to be guided in the middle region, it is necessary that nf he
larger than either n0 or n s . When this condition is satisfied,
there exists an angle of incidence at each interface, called the

critical angle, above which the incident wave will be totally re-
flected. The guided wave will then propagate in a zig-zag fashion

undergoing total internal reflection at each interface. Upon each
reflection the EM wave will experience a change in phase. For the
wave t o be propagated, these phase changes, in additi on to the phase
change result.ng from the optical path difference, must add con-
structiveLy. This leads to an eigonvalue equation, one for each

polarization, whicl determines the propaiating modes in the wave-
guide. For lossless media, the basic eigenvalue equat ion is (6)

.rfCose E- , - I ;,= 41iY
ay O, 0, ,
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where t is the thickness of the waveguiding region, of the angle of

propagation of the guided wave in the film, 21o the wavelength of

the EM wave in free space, Ifo and fs the phase change due to

reflection at the respective f-o and f-s interface, and j is the

modal order. The phase changes can be calculated from the Fresnel

reflection coefficients for a planar interface and are given by:

for s polarization, and by:

for p polarization. Here the subscript i refers to either the

region above the waveguiding layer (i = o) or to the region below

(i = s) depending upon the phase change under consideration. The

guided modes in a planar waveguide are usually denoted TE1 and
TMj, where TE is transverse electric (parallel polarization) and TM

is transverse magnetic (perpendicular polarization). Once the opti-

cal indices are known, the eigenvalue equations can be solved to

determine the number of guided modes for a given value of the wave-

guide thickness. The resulting set of curves for a particular cho-ce

of optical indices is shown in Figure 2. As can be seen in this

figure, curves corresponding to different modal orders are widely
separated as compared to curves of the same modal order but differ-
ent polarization. This means that the propagating modes of the same

order normally occur in doublets, one for each polarization, and are

distinct from the doublet for the next order.

The above equations can also be used to determine the optical

index and the thickness of the planar waveguide provided that the

waveguide can support at least two propagating modes and that the
optical indices no and n. are known. Then, by measuring 4f for
eacl iode, and by substituting this angle into Eq. (1) with the

appropriate expressions for the phase changes, a set of simult:in-
eous, transcendental equations involving two unknowns can he oh-

tained. These equatfons can be solved numerically to yield the
parameters nf and t of the wavegulding layer.
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During the current fiscal year, this method was used to deter-
mine the thickness and the refractive index of thin film aluminum
oxide waveguides. These planar waveguides were prepared by evapora-
tion of aluminum oxide onto glass substrates in Fire Control Divi-
sion's thin film laboratory. In order to couple laser light into the
waveguide and to measure the angles of propagation for the guided
waves, an optical. facility, sketched in Figure 3, was assembled.
This facility consists of a helium neon (HeNe) laser source (0.6328
microns), a beam collimator, and a stage which holds both the planar
waveguide and a high index glass prism (optical index 1.732). The
prism is used to couple the laser light into the waveguide and the
stage is mounted on a motorized rotary table. Figure 4 contains a
schematic drawing of the prism coupling technique in which the col-
limated HeNe laser beam impinges on the glass prism at an incident
angle e, is refracted to the corner of the prism where, at certain
distinct angles, it is coupled into the waveguide. The rotary
table allows the incident angle to be varied until waveguiding is
achieved, as indicated visually by the slide flashing with the red
HeNe light. While the film was highly transparent at this wave-
length it did contain inhomogeneities and surface roughness which
resulted in light being scattered out of the waveguide. This
scattering is responsible for the flame-like pattern in the slide
during coupling. For a perfect film, the waveguided light would be
visible only at the end of the film where light would be scattered
back into the air. Measurements were made of the coupling angle for
each polarization of the propagating modes. Once the coupling angle
has been measured, the angle of propagation in the waveguide is
determined by (7):

Si sin S11 si )+Sc (4)

where Rc is the corner angle of the prism and np is the prism's
optical index. Tn order to couple light by this technique into
every mode of the waveguide, it is necessary that np> nf.

Results of this experiment for one of the thin film waveguides
are contained in Table I. There, the incident coupling angle, the
excited mode and the angle of propagation are listed. Below the
table are stated the calculated values for the thickness and the
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TABLE 1. Prism Coupling Parameters

0 MODE Of

48.750 TEO0 82.27

48.500 TMO 82.01

39.750 TE 174.500

38.750 TM, 73.860

29.750 TE 2 67.460

LASER WAVELENGTH 0.6328 MICRONS

PRISM INDEX 1.732

WAVEGUIDE INDEX 1.650 ±!.001

WAVEGUIDE THICKNESS 1.18 ±.015 MICRONS
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optical index based on this data. The experimental accuracy in

measuring the coupling angle is estimated to be + 0.10 in this
method. This results in an error of + 0.015 microns for the

thickness and of + 0.001 for the optical index.

Channeled, or three dimensional, waveguides are the structures
that will be eventually required in integratel optical circuits. Ir

such circuits, the guided wave will have to be switched, coupled
into other waveguides, polarized, filtered, modulated, and converted

into electrical signals. This processing and conversion is more
efficient in channeled waveguides. While the description of modes
in a channeled waveguide is more complicated, the same concepts,

discussed above, of total internal reflection and constructive
interference apply. The guided modes in this case are specified
TEjk and TMjk with two modal numbers j and k now being
necessary. These modes are likewise determined by eigenvalue

equations similar in form to Eq. (1).

I1. ION IMPLANTED WAVEGUIDES

In crystalline semiconductor materials, ion implantation can pro-

duce a change in the refractive index through various physical mech-

anisms. These mechanisms include: damage to the crystal latti!7e

resulting ultimately in an amorphous region; introduction of dopant
atoms into the lattice causing a change in the polarizability of the
unit cell; localized regions of stress in the lattice due to damage

and the presence of large numbers of dopant atoms in these regions;
and, te compensation of the free carrier of dopant atoms into the

lattice causing a change in the polarizability of the unit cell;
localized regions of stress in the lattice due to damage and the
presence of large numbers of dopant atoms in these regions; and, the

compensation of the free carrier concentration in suitably doped
materials. This last mechanism has been the primary method used to
form optical waveguldes in semiconductor materials through ion

Implantation(8). Naturally, in any actual implantation the above
mechanisms are interrelated and the change in the refractive index

of the implanted material is due to the total effect of these pro-
cesses. However, it is possible, by careful design of the experi-
mental conditions, to accentuate one of these mechanisms and to
minimize the effects of the others. The present research experiments
are centered on free carrier compensation since this mechanism
appears to afford the greatest flexibility in altering the optical

properties of the implanted regions.
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For a homogeneous, isotropic, n-type crystalline semiconductor,
the relative dielectric constant K can be expressed as the sum of
two contributions:

K = KL + KFC (5)

where KL is the relative dielectric constant due to the atoms in
the lattice and KFC is the contribution from the free carriers.
Usually, K is a complex quantity with the imaginary part being
related to the absorption in the material. The refractive index is
also a complex quantity and is given by:

n = -= nI - in2  (6)

Where nl, is related to the phase of the EM wave in the material
and n2 is the extinction coefficient.

In the classical treatment of the free carriers as a plasma gas,
the contribution to the dielectric constant is:

K~~~c=~ c. cy) 0F= E .. /.r (7)

Here LOp is the plasma frequency, W the angular frequency of the
EM wave, g the damping coefficient, e the charge of the electron, Nc
the density of free carriers, 60 the vacuum permittivity, m* the
effective mass of the carriers and A the mobility of the carriers.

During ion implantion of a doped semiconductor, the energetic
ions produce displacements in the lattice which, in turn, trap some
of the free carriers. This reduction of the carrier concentration
results in an increase to the refractive index of a surface layer
whose thickness is approximately equal to the penetration range of
the implanted ions. Assuming complete compensation of the free
carriers in this layer, the change in the dielectric constant is
simply KFC. For frequencies below that of the bandgap and for
materials in which g is small, the change in the refractive index
can be approximated by:

YJ (8)
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provided that the damage produced in the lattice by implantation is
minor. The optical index of the implanted region will be nI + An
which is larger than that of the unimplanted substrate, nl. Then,
if the thickness of this region is large enough for Eq. (I) to he
satisfied with these values for the optical indices, the implanted
layer will form an optical waveguide. As an example, for n-type GaAs
with a carrier concentration of 1.lxlOl8/cm 3 ,  An = 0.225 at a
wavelength of 10.6 microns and the implanted region must have a

thickness of at least 2.25 microns in order that optical waveguiding
can occur.

A difficulty with this carrier compensation technique is that the
remaining free carriers in the substrate can lead to absorption
losses. The formal solutions to Maxwell's equations for optical
waveguiding show that even though there is total internal reflection
at each interface a portion of the EM field extends into the sur-
rounding regions. If the thickness of the waveguide is just ahove
the minimum thickness, then the field in the substrate will be ap-
preciable. Consequently, for low loss optical waveguides at 10.6
microns, the thickness of the waveguiding layer must be approxi-
mately 10 microns.

A study was made of various semiconductor materials that would he

suitable for use as infrared waveguide substrates. Initially GaP,
GaAs, ZnTe, ZnS, ZnSe, CdS and CdTe were considered because each of
these materials has very promising optical and electrical

characteristics. However, only GaAs, GaP and CdTe are commerciallv
available in the required single crystal wafer form. It was decided
to limit the present investigation to GaAs and GaP because CdTe is
considerably more expensive and the processing technology for CdTe
(polishing, etching, cleaning, heat treatment, etc.) is much more
difficult. The wafers that were selected for implantation were
<100> oriented substrates since these samples can he easily cleaved
to the desired rectangular shape for waveguiding experiments.

Protons (H+) were chosen as the initial ion species to he used
in these implantation experiments in order to minimize the contrihu-
tions to the optical properties arising from physical processes
other than free carrier compensation. These ions produce the least
amount of damage to the crystal and are very unlikely to occupy
substitutional sites in the lattice. Furthermore, protons have the
greatest projected range by direct energetic penetr;tion without
relying on any secondary or defect diffusion. In fact, protons arc,

also a useful species for investigating such diffuison ,ftlect s.
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Since one of the hasic objectives of this work is to produce
waveguides of sufficient thickness to support low loss propagation
at 10.6 microns while using a minimum implantation energy, 300 keV
was selected as the ion energy to be used. Practi-al considerations
make low energy very desirable because many electronics fabrication
facilities are equipped with ion accelerators of 300 keV or less,
while relatively few have units delivering greater than 300 KeV
acceleration.

With 300 keV protons, calculations indicate that optical wave-
guides, of approximately three microns thick, can be produced in
both GaAs and GaP provided that these materials have carrier con-
centrations on the order of 1018/cm3 . While such implanted
layers could support guided waves at 10.6 microns, lower losses

would be obtained if the thickness of these layers were increased.
Several experimental investigations(9) have noted that the waveguide
thickness is often increased beyond that produced by direct ener-
getic ion penetration if the substrate is heated during the implan-
tation process. This heating is expected to produce a diffusion of
implantation generated defects, resulting in carrier compensation to
a thickness as much as an order of magnitude greater than the pene-
tration depth of the ions (protons) themselves. Because the defect
diffusion process is not yet well characterized, the approach taken
in this work is to use a range of implant temperatures spread both
above and below room temperature by about 200 to 300'C to determine
the o)timum temperature empirically. Ion dose should he at least
5)XI1)l,'cm- to produce adequate carrier compensation in the wave-
guide but, again, some samples should be implanted with doses as
high as 5XOi1 5/ cm 2 to determine the opt imum dose experimentally.
Pol ished waters of n-type GaAs have heen implanted with protons to
the reqiiired fluence levels and at the temperature ranges specified
by this approach. The implantation of the wafers was performed at
the Electronics Technology Division of the Naval Research Laboratory.

The next step in this investigation is to measure the optical
index and thickness of the implanted layers. These parameters can
be determined by the prism coupling method described in Section 11.
H, wev,.r, since the implanted lavers are being designed to function
'it C", laser wavelengths, an infrared detector is required to moni-
tor wavegjiiding and to measure of the coupling angle. The experi-
mentail set op is illustrated by the Insert in Figure 4. This in-
trird tacilittv is presently being assembled and tested. Stmulta-
n,,,islv, the optical properties of the implanted lavers are being
inv,-;t it4ated usin g c a pacitance-voltage (C-V) measo rements and
tlt r~ivi l,,t/intraired ref lect ively techniques (10).
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IV. CONCLUSIONS

Theoretical calculations and prior experimental work indicate
the low loss infrared optical waveguides can be produced by 300 keV
proton implantation of GaAs and GaP. Samples of these materials have
been prepared and the resulting optical properties of the implanted
layers, as determined from C-V and reflectivity measurements, are

suitable for IR waveguiding. Once this is demonstrated and the re-
levant material and implantation parameters have been established,
this method can be used for the fabrication of more complex guided
wave structures such as channeled waveguides, directional couplers
and modulators. These components can then be integrated to form
infrared optical circuits for sensing and signal processing roles.
Furthermore, it appears quite certain that such integrated optical

circuits, with their greater bandwidth and faster operation, will
play an increasingly larger role in helping the Army meet its future
fire control requirements.
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INTRODUCTION

Many of the current field exercises conducted within the Army
involve extensive night maneuvers. Such exercises place large
numbers of personnel and millions of dollars of sophisticated
weaponry into a scenario. No accurate measurements have been made
assessing the ability of these troops to adapt to low-level light
or perform in night operations.

Recommendations have been made for tae development and
wide-spread use of a device to screen recruits and active duty
military personnel for dark adaptation. It is estimated that
perhaps as many as 15 percent of the "normal" population has some
difficulty in altering light sensitivity in darkness. If the
military has within its ranks a similar percentage of adaptation
problems, there may be a platoon sargeant, company commander,
tank commander, or others in a night exercise with minimum ability
to adapt to the low-level light environment. Without actual intent,
this individual may jeopardize the lives of other military and
destroy friendly lives and equipment because either the individual
cannot adapt or has not realized that adaptation is a problem.

The subjective phenomenon of dark adaptation is familiar to us
as the initial inability to "see" hen entering a dark room from a
bright-light environment. The lot._er we stay in the darkness the
better we can see. The sensitivity of the fully dark-adapted human
eye is unsurpassed by evcn the most sensitive physical detection
systems. The functional relationship that describes this increase
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in sensitivity with reduction in ambient light levels is known as
dark adaptation. Our purpose in this paper is to show how the
military can improve the measurement of dark adaptation in its
personnel.

The quantitative measurement of this process has traditionally
been a complex problem. The technique involves various light
sources, filters, optics, and graphic data reduction. A two-step
procedure is always involved. The visual system must brought to a
standard level of light adaptation and then, subsequently, the
temporal course of visual threshold in the dark-adapting eye can
then be measured over a subsequent 20 to 30 minutes of darkness.
The typical function measured in this manner for a large retinal
area with an unfiltered white light test source passes through an
initial plateau at about five minutes ("rod-cone break"1 ) before
achieving a final plateau 20 to 30 minutes after the termination
of light adaptation. The initial portion of dark adaptation measured
in this manner is attributed to the dominance of cone function over
rod function during the early minutes of dark adaptation. (The
cone system is the human photoreceptor system that mediates color
vision and visual acuity. The human rod photoreceptor system
mediates absolute visual sensitivity.) The final dark-adapted
threshold, occurring 20 to 30 minutes after light adaptation,
reflects the dominance of rod vision and the ability of the rods to
detect minimal light levels.

While conventional dark adaptometry has traditionally employed
a white light test stimulus and relatively intense light adaptation
exposure levels, other approaches to the separation of rod and cone
dark adaptation processes are possible. If dark adaptation functions
are measured with spectral (monochromatic) rather than white light
test sources, functions varying in steepness and rate of adaptation
are obtained as a function of spectral (monochromatic) location

(12.Functions measured with red light are generally more shallow
and rapid in adaptation. They appear much like functions measured
for central retinal regions that are dominated by cone photo-
receptors (3). Funct~oiis measured with green or blue-green lights
are steeper and require more time for full adaptation. Such
functions are more of ai composite of both rod and cone processes.
By appropriate selection of test light wavelengths and retinal
Location, such functions can be made to reflect specific local
retinal receptor processes.

Until recently, the measurement of spectral dark adaptation
functions of any kind has been even more complex than conventional

measuremenTt of dark adaptat ion with white 1light sources. Th e
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development of light emitting diodes (LED) that emit selectively

in the long (red) and in the intermediate (green) spectral regions

has changed this situation. In this paper, we will introduce a new

solid-state dark adaptometer recently developed at the Letterman

Army Institute of Research (LAIR) that uses red and green LED sources

to separate rod and cone function in a rapid and a simple automated

technique for spectral dark adaptometry (4).

METHODS

A schematic illustration of the LAIR dark adaptometer - its
principle of operation, pulse modulation; and its product, a sample

individual dark adaptation function - is presented in Figure 1. A

36-inch hemisphere, fitted with a chin and headrest, can be
indirectly illuminated to provide a constant uniform light
adaptation source of 110 candela/m 2 .

Red and green LED sources are mounted inside the hemisphere and
are used in either of two display modes. In Display 1, five blocks
of LED red and green sources are mounted on a board. At their
widest points, they subtend an angle of 20 degrees at the retina
(Figure 1). This diode array was specifically designed to test
a large area of the retina without the use of any specific
fixation point. The subject is simply instructed to respond when
any test light is just visible. In Display 2, specific fixation
to a central fixation diode is required. Any retinal area over an
eight-degree region of the retina can be focalized by this
arrangement and local spectral dark adaptation of this retinal
region measured. If the proximal ring of diodes is chosen, the dark
adaptation measurement will reflect adaptation primarily in the
central retina (foveomacular dark adaptation). If the outermost
ring of diodes is chosen at eight degrees from fixation, then a
peripheral retinal dark adaptation function will be obtained. The
display contains two complete "crosses," one comprised of red and
the other comprised of green LED sources. Each display is a separate
modular unit. Changing modules from one to the other involves
plugging in the appropriate diode display board into the same control
socket.

Visual threshold measurement in this apparatus was made by a
pulse modulation procedure where pulse width varied from one to

10,000 psec (duty cycle) at a pulse repetition frequency of 100 Hz,
a value above fusion flicker threshold. In this pulse domain,
average quantal flux rather than average power Oetermines threshold
level. Thus, for a constant output power of the LED, the total
average quantal flux required for threshold is directly manipulated
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Figure 1. A schematic illustration of the LAIR dark adaptometer with
interchangeable display modules. In the upper right, a sample dark
adaptation function as drawn under computer software control by the
X-Y plotter is shown. The duty cycle or pulse width modulation for
a dim light (late dark adaptation) as compared to that of a bright
light (early dark adaptation) is shown in the lower right insert.
Threshold pulse width decreases as dark adaptation increases.
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by pulse width variation. (In independent experiments, the
reciprocity between diode output power, i.e., light output, and
pulse width modulation was unity over the pulse width range from
one to 10,000 microseconds.)

The LAIR dark adaptometer is controlled by a low-cost micro-
computer system and the function shown in Figure 1 is an on-line
sample of the final output of this system. This computer system
automatically calculates threshold pulse widths and prints them out
as the subject is being tested. Presentation of different spectral
LED sources is alternated and independent estimates of thresholds are
calculated and alternately printed. The digital records of the
threshold estimates of each subject are labeled and stored on a
magnetic disk for later review or statistical analysis. An X-Y
plotter provides the on-line copy of each dark adaptation function
obtained for both spectral sources. When Display 2 is used, the
computer operates the fixation LED and automatically adjusts its
level to be a fixed constant pulse width increment above the
threshold pulse width that is continuously being estimated by the
computer.

For the data presented in this paper, the following protocol
options were used. Light adapt-tion for five m~nutes at a
hemispheric illumination level of 110 candela/in was given to each
subject before 20 minutes of darkness. During this time threshold
estimates were continuously made for both spectral light sources.
While computer software provided two options for the psychophysical
test procedure, tracking and ascending limits, only the tracking
procedure was used in the experiments reported in this paper. In the
tracking procedure, the subject was required to depress the response
button whenever a light was detected and not to release this button
until the light was no longer detectable. Thresholds for both red
and green LED sources were continuously tracked over the 20 minutes
of darkness in this manner. When a fixation source was employed,
the subject was carefully instructed not to depress the response
button until light other than the fixation source was detectable.
The computer automatically signaled the end of the test by displaying
all of the LED sources at level above detection threshold for the
dark-adapted eye.

A total of 21 human volunteers (average age 25; 3 women and
18 men) were tested. One of these volunteers was a referred patient
(man, age 23 years); one was the human protanope (man, age 50 years).
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RESULTS

Dark adaptation functions measured for 19 human volunteers for
both the red and green LED sources are shown in Figure 2. These data
were obtained by using LED Display 1 where thresholds were measured
without fixation over a nonspecified 20 degree retinal area. Average
threshold values were calculated at 1.25 minute intervals over the
20 minute dark adaptation period for both the red and green LED
sources. The inner horizontal bars about each threshold point repre-
sent ±1 standard deviation, whereas the outer horizontal bars about
each threshold point represent ±2 standard deviations about each
mean threshold point. The variability of the curves is approximately
±0.5 log units over the entire 20 minute range of dark adaptation.
The green LED function is slightly more variable at five minutes
than at other times during the dark. (This variability may reflect
individual differences in the rod/cone break of the dark adaptation
function.)

The basic shapes of these functions are not similar. The dark
adaptation function for the green LED covers nearly a two log unit
range as compared to less than a log unit range for the red LED
function. Dark adaptation is more rapid for the red LED source than
it is for the green LED source. (This also reflects the possible
operation of more than one photoreceptor system measured with the
green LED.)

Data from a single volunteer are presented for comparison with
the normal data (Figure 2). On the green LED for this subject, data
points fall more than three standard deviations above normal values
throughout most of the dark adaptation period. While he was closer
to the norm for red LED function, his data were still more than
0.5 log units higher than threshold throughout the dark adaptation
period. This subject was diagnosed as an individual with peripheral
retinal disease; he had complained of his lack of being able to see
at night. His vision under daylight condition was within normal
limits as measured on standard tests of spatial vision (5).

Dark adaptaLion functions measured (Display 2) at three
eccentricities from fixation are presented for one representative
normal human subject (Figure 3). From this figure, one can compare
the measurements at one degree eccentricity between the normal human

volunteer and a hunan protanope (a person who has difficulty in *
making color discriminations in the red region of the visible
spectrum). At an eccentricity of eight degrees, the red and green
LED sources yield dark adaptation functions similar to thiose shlown in
Figure 2. However, as eccentricity from fixation is made more
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Figure 2. Average data from 19 human volunteers shown for both the
red and green LED measured with Display 1. The inner horizontal
bars represent ±1 standard deviation and the outer bars represent
±2 standard deviations about each mean threshold. Data from one
volunteer patient with peripheral retinal disease are presented for
both LED sources.
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Figure 3. Data from one normal human volunteer measured at 8,3, and

1 degree eccentricity from fixation as well as data from one human
protan (protanope) volunteer are presented. For the normal,

threshold decreases in the red as eccentricity becomes more central

and increases in the green with more central eccentricity. The
protan at 1 degree is much higher on the red than the normal I degree
function. In the green, the functions for normal and protan are

identical.
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central, dark adaptation for the green LED becomes more shallow and
an overall increase in threshold occurs. While the slope of the
function for the red LED changes little as threshold measurement
becomes more central, an overall increase in visual threshold for
the red LED occurs. Data from the human protanope relative to the
normal human at one degree eccentricity are considerably higher in
threshold for the red LED than for the green LED.

DISCUSSION

In this paper, we have introduced a new dark adaptometer, the
LAIR dork adaptometer, and data that validate its usage'. Spectral
Jark adaptation measurements in the red region of the spec trum: sloulid
be more ra.pid and shli llo , than measurements made in the green or
blue-green region of the spectrum. Our data for large peripheral
test fields with or without fixation support this finding (1,2).

Measurements of dark adaptation made within the central
retina should reflect more cone function and less rod function.
Anatomically, the density of cones increases towards the central
retina while that of the rods decreases (6). Such is the case,
as -)ur red LED functions measured centrally are lower in threshold
than comparable functions measured peripherally. Thus, increasing
concentration of cone photoreceptors toward the contral retina is
reflected. Conversely, the increase in thresholus obtained I or the
green LED source reflects the general decrease in the concentration
of rods as the central retina is approached.

Data obtained from individual subjects with peripheral retinal
disease or congenital color vision deficiency involving long wave-
length color discrimination also support the validation of this
instrument. Traditional (lark adaptometry made on the visual svstem
of individuals having peripheral retinal disease always reflects
greater loss in rod dark adaptation than cone (lark adaptation. OIur
dark adaptation data for one person with peripheral retinal diseaise
indicated more disruption in rod (green) adaptation measurements
than in cone (red) dark adaptation measurements. Similarlv, the
one degree dark adaptation data of our single protanopic subject
reflected a greater departure from long wavel ength cone dark
adaptation than shorter wavelength (lark adaptation in normal and
congenitally color blind human subjects (2).

The variability obtained for our spectral dark adaptation
functions is quite similar to that obtained by Sloan (/7) o,r conven-
tional apparatus utilizing a white light test source. As in hr
study, 95% of the varialhilitv in our me;,suresm.nts oI thret,.,, ld cquil
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about *0.5 log units over the entire course of dark adaptation.
Further comparison with the work of Sloan (7) is desirable, but
comparison between a broadbanded white light test source and a
spectral source is difficult. However, if her data are compared
with our peripheral green LED function, as both reflect rod and cone
function, the dynamic range over a comparable 20 minutes of dark
adaptation is quite similar. Comparison with more recent human
dark adaptation measurement made with green LED sources, where
current rather than pulse modulation was used to control threshold
detection, also yields a close agreement in overall dynamic range
for the first 20 minutes of dark adaptation (8). Both these
comparison studies measured dark adaptation out to 30 minutes and
thus obtained about another 0.25 log units of adaptation. In
several limited studies, we have obtained similar results, thereby
suggesting that we are in fact measuring close to the full dynamic
range obtained by Sloan (7) and others (8).

While the data presented here tend to support the usage of this
adaptometer, its application to military night vision problems needs
emphasis. Over the past two years, it has become increasingly
obvious to us that the most routine screening of individuals for
night vision military assignment can partial out individuals with
severe night vision problems with underlying retinal disease etiology.
While we have presented only a single case in this paper, we have
made similar observations in many individuals, some of whom have been
in critical positions during night vision military functions. The
routine use of dark adaptometry testing to screen such individuals
has obviously been greatly hampered by the complexity of the pro-
cedure and instrumentation typically associated with even the
simplest dark adaptometry measurement. The LAIR adaptometer
eliminates such complexity, as its computer-based format automatically
plots and stores data and provides the basic options of measurement
to Lhe operator.

The associated problem of selection of those individuals that
may adapt most rapidly and achieve the lowest t inal thresholds is a
problem that can be more easily approached with an automated data
storage instrument. The more complex problem of determining exactly
what night vision functions are essential to overall night vision
performance can best be assessed with the use of an instrument that
will allow measurements of dark adaptation to be made in a varied
format that offers maximum complexity of visual measurement with
maximum flexibil ity in experimental design. The LAIR dark
adaptometer will greatly aid the applied visual scientist to resolve
the present problems of ()ptimizing n iglt vision perIormance. At the
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same time, it will fill an important need for simple routine
capability to measure rod and cone dark adaptation in the military
population.
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